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This paper focuses on the asymptotic solutions to time-space fractional coupled systems, where the fractional derivative and integral
are described in the sense of Caputo derivative and Riemann-Liouville integral. We introduce the Residual Power Series (for short
RPS) method to construct the desired asymptotic solutions. Furthermore, we apply this method to some time-space fractional
coupled systems. The simplicity and efficiency of RPS method are shown by the application.

1. Introduction

Fractional derivative wasmentioned in a letter fromL’Hopital
to Leibniz in 1695. In the letter, L’Hopital proposed a question
“What is the result of 𝑑𝑛𝑦/𝑑𝑥𝑛 if 𝑛 = 1/2?” The answer
of Leibniz was “𝑑1/2𝑥 will be equal to 𝑥√𝑑𝑥 : 𝑥. This is an
apparent paradox, from which, one day useful consequences
will be drawn” [1, 2]. Furthermore, the generalization of this
framework indicates that it is more appropriate to talk of
integration and differentiation of, such as fractional order,
real number order and even complex number order just
as the development of number system. However, there is a
basic question: “What is fractional integral and derivative?”
Or “How to define the fractional integral and derivative?”
More and more mathematicians focused on this problem,
such as J. L. Lagrange, P. S. Laplace, and Joseph B. J.
Fourier. Some different definitions of fractional integrals and
derivatives have been defined according to different needs,
like Riemann-Liouville integral, Caputo derivative, Weyl
derivative, and so on [2, 3]. But there is no uniform definition
of fractional integral and derivative, and the frequently
used definition is Riemann-Liouville integral and Caputo
derivative.

Fractional differential equations, which involve fraction-
al order derivatives, are applied in many engineering and

scientific disciplines as the mathematical modelling of sys-
tems and processes in the fields of physics, chemistry, aero-
dynamics, electrodynamics of complex medium, polymer
rheology, and so on. Fractional differential equations also
serve as an excellent tool for the description of hereditary
properties of various materials and processes. An essential
topic is to construct the solutions to fractional differential
equations. And there are some effective methods to obtain
different kinds of solutions, like Sumudu transform and
variational iteration method [4], fractional Taylor vector
approximate method [5], iterative method [6–8], Residual
Power Series (RPS) method [9–13], and so on [14–16]. On
the other hand, the study of coupled systems which involve
fractional differential equations is also important because
fractional coupled systems occur in many fields [17–21]. In
this paper, we generalize the RPS method to time-space
fractional coupled systems and obtain the asymptotic series
solutions.

The organization of this paper is as follows: In Sec-
tion 2, some concepts and lemmas on fractional calculus
are presented. In Section 3, we introduce the algorithm of
RPS method for time-space fractional coupled system. In
Section 4, asymptotic solutions of some examples are solved
via RPS method. In Section 5, some concluding remarks are
presented.
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2. Preliminaries

In this section, some concepts and main lemmas we need in
this paper are presented [2, 3, 22–24]. Andmore details about
fractional calculus can be found in [2, 23, 24].

Definition 1. A real function 𝑓(𝑥) is said to be in the space𝐶𝜇, 𝜇 ∈ R if there exists a real number 𝜌 > 𝜇 such that𝑓(𝑥) =
𝑥𝜌𝑓1(𝑥), where 𝑓1(𝑥) ∈ 𝐶[0, ∞). And it is said to be in the
space 𝐶𝑛𝜇 if 𝑓(𝑛)(𝑥) ∈ 𝐶𝜇, 𝑛 ∈ N.
Definition 2. TheRiemann-Liouville fractional integral oper-
ator of order 𝛼 ⩾ 0 of a function 𝑓 ∈ 𝐶𝜇, 𝜇 ⩾ −1 is defined
as

𝐼𝛼𝑡 𝑓 (𝑡)

fl
{{{

1
Γ (𝛼) ∫𝑡

0
(𝑡 − 𝜏)𝛼−1 𝑓 (𝜏) d𝜏, 𝛼 > 0, 𝑡 > 𝜏 ⩾ 0,

𝑓 (𝑡) , 𝛼 = 0,
(1)

where the symbol 𝐼𝛼𝑡 represents the 𝛼th Riemann-Liouville
fractional integral of 𝑓.
Definition 3. The Caputo fractional derivative of order 𝛼 > 0
of 𝑓 ∈ 𝐶𝑛−1, 𝑛 ∈ N is defined as

𝐷𝛼𝑡 𝑓 (𝑡) fl {{{{{
𝐼𝑛−𝛼𝑡 𝑓(𝑛) (𝑡) , 𝑛 − 1 < 𝛼 < 𝑛, 𝑡 > 0,
d𝑛𝑓 (𝑡)
d𝑡𝑛 , 𝛼 = 𝑛, (2)

where the symbol 𝐷𝛼𝑡 𝑓(𝑡) represents the 𝛼th Caputo frac-
tional derivative of 𝑓.
Definition 4. The power series

∞∑
𝑛=0

𝑐𝑛 (𝑡 − 𝑡0)𝑛𝛼 = 𝑐0 + 𝑐1 (𝑡 − 𝑡0) + 𝑐2 (𝑡 − 𝑡0)2 + ⋅ ⋅ ⋅ (3)

is called a fractional power series about 𝑡 = 𝑡0, where 𝑡 is
a variable and 𝑐𝑛 (𝑛 = 0, 1, 2 . . . .) are the coefficients of the
series, 𝛼 ∈ R+.

Remark 5. For convenience, we shall treat 𝑡0 = 0. In fact, the
transformation T : 𝑡󸀠 = 𝑡 − 𝑡0 reduces the fractional power
series about 𝑡 = 𝑡0 to the fractional power series about 𝑡 = 0
and meanwhile the transformationT is reversible.

Definition 6. A function 𝑓(𝑡) is analytical at 𝑡 = 0 if 𝑓(𝑡) can
be written as a form of fractional power series.

Lemma 7. Suppose that 𝑓(𝑡) is an analytic function at 𝑡 = 0;
then 𝑓(𝑡) can be written as follows:

𝑓 (𝑡) = ∞∑
𝑛=0

𝑐𝑛𝑡𝑛𝛼, 0 < 𝛼 ≤ 1, |𝑡| < 𝑅. (4)

Furthermore, if 𝑓(𝑡) ∈ 𝐶(−𝑅, 𝑅) and 𝐷𝑛𝛼𝑡 𝑓(𝑡) ∈ 𝐶(−𝑅, 𝑅) for𝑛 = 0, 1, 2 . . . then the coefficients 𝑐𝑛 will take the form
𝑐𝑛 = 𝐷𝑛𝛼𝑡 𝑓 (𝑡)󵄨󵄨󵄨󵄨𝑡=0Γ (𝑛𝛼 + 1) , (5)

where 𝐷𝑛𝛼𝑡 = 𝐷𝛼𝑡 ⋅ 𝐷𝛼𝑡 ⋅ ⋅ ⋅ 𝐷𝛼𝑡⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
𝑛-times

, 𝑛 = 0, 1, 2 . . . .
Proof. First of all, notice that if we put 𝑡 = 0 into (5), it yields

𝑐0 = 𝑓 (0) = 𝐷0𝛼𝑡 𝑓 (𝑡)󵄨󵄨󵄨󵄨󵄨𝑡=0Γ (0𝛼 + 1) . (6)

Applying the operator 𝐷𝛼𝑡 one time on (4),

𝑐1 = 𝐷𝛼𝑡 𝑓 (𝑡)󵄨󵄨󵄨󵄨𝑡=0Γ (𝛼 + 1) . (7)

Again, by applying the operator 𝐷𝛼𝑡 two times on (4),

𝑐2 = 𝐷2𝛼𝑡 𝑓 (𝑡)󵄨󵄨󵄨󵄨󵄨𝑡=0Γ (2𝛼 + 1) . (8)

Analogously

𝑐𝑛 = 𝐷𝑛𝛼𝑡 𝑓 (𝑡)󵄨󵄨󵄨󵄨𝑡=0Γ (𝑛𝛼 + 1) , 𝑛 = 0, 1, 2, . . . . (9)

This completes the proof.

3. Algorithm of RPS Method for
Coupled Systems

In this section, we consider the following system:

𝐷𝑝𝛼𝑡 𝑢 + 𝐹 (𝑥, 𝑡) = 0,
𝐷𝑞𝛼𝑡 V + 𝐺 (𝑥, 𝑡) = 0,

𝐷𝑟𝛼𝑡 𝑤 + 𝐻 (𝑥, 𝑡) = 0
(10)

with initial values

𝐷𝑖𝛼𝑡 𝑢 (𝑥, 𝑡)󵄨󵄨󵄨󵄨󵄨𝑡=0 = 𝑎𝑖 (𝑥) , 𝑖 = 0, 1, 2, . . . , 𝑝 − 1,
𝐷𝑗𝛼𝑡 V (𝑥, 𝑡)󵄨󵄨󵄨󵄨󵄨𝑡=0 = 𝑏𝑗 (𝑥) , 𝑗 = 0, 1, 2, . . . , 𝑞 − 1,

𝐷𝑘𝛼𝑡 𝑤 (𝑥, 𝑡)󵄨󵄨󵄨󵄨󵄨𝑡=0 = 𝑐𝑘 (𝑥) , 𝑘 = 0, 1, 2, . . . , 𝑟 − 1
(11)

as a generalized illustration for the main idea of RPSmethod,
where the symbol 𝐷(⋅)𝛼𝑡 represents the (⋅)th fractional deriva-
tive in the Caputo sense, max{(𝑝 − 1)/𝑝, (𝑞 − 1)/𝑞, (𝑟 −1)/𝑟} < 𝛼 ≤ 1 (𝑝, 𝑞, 𝑟 ∈ N), the functions 𝑢, V, 𝑤, 𝐹, 𝐺, 𝐻
are analytic at 𝑡 = 0, and the initial functions 𝑎𝑖, 𝑏𝑗, and 𝑐𝑘 are
infinitely many times differentiable for all 𝑖 = 0, 1, 2, . . . , 𝑝;𝑗 = 0, 1, 2, . . . , 𝑞 and 𝑘 = 0, 1, 2, . . . , 𝑟.
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Since 𝑢, V, 𝑤, 𝐹, 𝐺, 𝐻 are analytic at 𝑡 = 0, then they can
be expanded in the form of fractional power series at 𝑡 = 0 as
follows:

𝑢 (𝑥, 𝑡) = ∞∑
𝑖=0

𝑢𝑖 (𝑥)
Γ (𝑖𝛼 + 1) 𝑡𝑖𝛼,

𝐹 (𝑥, 𝑡) = ∞∑
𝑖=0

𝑓𝑖 (𝑥)
Γ (𝑖𝛼 + 1) 𝑡𝑖𝛼;

V (𝑥, 𝑡) = ∞∑
𝑗=0

V𝑗 (𝑥)
Γ (𝑗𝛼 + 1) 𝑡𝑗𝛼,

𝐺 (𝑥, 𝑡) = ∞∑
𝑗=0

𝑔𝑗 (𝑥)
Γ (𝑗𝛼 + 1) 𝑡𝑗𝛼;

𝑤 (𝑥, 𝑡) = ∞∑
𝑘=0

𝑤𝑘 (𝑥)
Γ (𝑘𝛼 + 1) 𝑡𝑘𝛼,

𝐻 (𝑥, 𝑡) = ∞∑
𝑘=0

ℎ𝑘 (𝑥)
Γ (𝑘𝛼 + 1) 𝑡𝑘𝛼,

(12)

where 𝑥 ∈ R, 𝑡 ∈ (−𝑅, 𝑅), 𝑅 is the minimum conver-
gence radius of functions 𝑢(𝑥, 𝑡), V(𝑥, 𝑡), 𝑤(𝑥, 𝑡), 𝐹(𝑥, 𝑡), 𝐺(𝑥,𝑡), 𝐻(𝑥, 𝑡), and

𝑎𝑖 (𝑥) = 𝐷𝑖𝛼𝑡 𝑢 (𝑥, 𝑡)󵄨󵄨󵄨󵄨󵄨𝑡=0 ,
𝑓𝑖 (𝑥) = 𝐷𝑖𝛼𝑡 𝐹 (𝑥, 𝑡)󵄨󵄨󵄨󵄨󵄨𝑡=0 ,

𝑖 = 0, 1, 2, . . . ;
𝑏𝑗 (𝑥) = 𝐷𝑗𝛼𝑡 𝑢 (𝑥, 𝑡)󵄨󵄨󵄨󵄨󵄨𝑡=0 ,
𝑔𝑗 (𝑥) = 𝐷𝑗𝛼𝑡 𝐺 (𝑥, 𝑡)󵄨󵄨󵄨󵄨󵄨𝑡=0 ,

𝑗 = 0, 1, 2, . . . ;
𝑐𝑘 (𝑥) = 𝐷𝑘𝛼𝑡 𝑢 (𝑥, 𝑡)󵄨󵄨󵄨󵄨󵄨𝑡=0 ,
ℎ𝑘 (𝑥) = 𝐷𝑘𝛼𝑡 𝐻 (𝑥, 𝑡)󵄨󵄨󵄨󵄨󵄨𝑡=0 ,

𝑘 = 0, 1, 2, . . . .

(13)

According to the initial conditions,

𝑢𝑖 (𝑥) = 𝑎𝑖 (𝑥) , 𝑖 = 0, 1, 2, . . . , 𝑝 − 1;
V𝑗 (𝑥) = 𝑏𝑗 (𝑥) , 𝑗 = 0, 1, 2, . . . , 𝑞 − 1;

𝑤𝑘 (𝑥) = 𝑐𝑘 (𝑥) , 𝑘 = 0, 1, 2, . . . , 𝑟 − 1.
(14)

Thus the initial approximation of the solution 𝑢, V, 𝑤 is as
follows:

𝑢init (𝑥, 𝑡) = 𝑝−1∑
𝑖=0

𝑢𝑖 (𝑥)
Γ (𝑖𝛼 + 1) 𝑡𝑖𝛼,

Vinit (𝑥, 𝑡) = 𝑞−1∑
𝑗=0

V𝑗 (𝑥)
Γ (𝑗𝛼 + 1) 𝑡𝑗𝛼,

𝑤init (𝑥, 𝑡) = 𝑟−1∑
𝑘=0

𝑤𝑘 (𝑥)
Γ (𝑘𝛼 + 1) 𝑡𝑘𝛼.

(15)

Then we calculate the coefficients 𝑢𝑖(𝑥), V𝑗(𝑥), and 𝑤𝑘(𝑥) for𝑖 = 𝑝, 𝑝 + 1, . . .; 𝑗 = 𝑞, 𝑞 + 1, . . .; 𝑘 = 𝑟, 𝑟 + 1, . . .. Firstly, some
symbols are given as follows:

Res𝑢 (𝑥, 𝑡) = 𝐷𝑝𝛼𝑡 𝑢 + 𝐹 (𝑥, 𝑡) ,
Res𝑢,𝑙 (𝑥, 𝑡) = 𝐷𝑝𝛼𝑡 𝑢𝑙 + 𝐹 (𝑥, 𝑡) ;
ResV (𝑥, 𝑡) = 𝐷𝑞𝛼𝑡 𝑢 + 𝐺 (𝑥, 𝑡) ,

ResV,𝑚 (𝑥, 𝑡) = 𝐷𝑞𝛼𝑡 V𝑚 + 𝐹 (𝑥, 𝑡) ;
Res𝑤 (𝑥, 𝑡) = 𝐷𝑟𝛼𝑡 𝑢 + 𝐻 (𝑥, 𝑡) ,

Res𝑤,𝑛 (𝑥, 𝑡) = 𝐷𝑟𝛼𝑡 𝑢𝑛 + 𝐹 (𝑥, 𝑡) ,

(16)

where

𝑢𝑙 (𝑥, 𝑡) = 𝑙∑
𝑖=0

𝑢𝑖 (𝑥)
Γ (𝑖𝛼 + 1) 𝑡𝑖𝛼

= 𝑢init (𝑥, 𝑡) + 𝑙∑
𝑖=𝑝

𝑢𝑖 (𝑥)
Γ (𝑖𝛼 + 1) 𝑡𝑖𝛼,

𝑙 = 𝑝, 𝑝 + 1, . . . ;
V𝑚 (𝑥, 𝑡) = 𝑚∑

𝑗=0

V𝑗 (𝑥)
Γ (𝑗𝛼 + 1) 𝑡𝑗𝛼

= Vinit (𝑥, 𝑡) + 𝑚∑
𝑖=𝑞

V𝑖 (𝑥)
Γ (𝑖𝛼 + 1) 𝑡𝑖𝛼,

𝑚 = 𝑞, 𝑞 + 1, . . . ;
𝑤𝑛 (𝑥, 𝑡) = 𝑛∑

𝑘=0

𝑤𝑘 (𝑥)
Γ (𝑘𝛼 + 1) 𝑡𝑘𝛼

= 𝑤init (𝑥, 𝑡) + 𝑛∑
𝑖=𝑟

𝑤𝑖 (𝑥)
Γ (𝑖𝛼 + 1) 𝑡𝑖𝛼,

𝑛 = 𝑟, 𝑟 + 1, . . . .

(17)
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Hence there are two facts:

(F1)

lim
𝑙→∞

𝑢𝑙 (𝑥, 𝑡) = 𝑢 (𝑥, 𝑡) ,
lim
𝑚→∞

V𝑚 (𝑥, 𝑡) = 𝑢 (𝑥, 𝑡) ,
lim
𝑛→∞

𝑤𝑛 (𝑥, 𝑡) = 𝑤 (𝑥, 𝑡) .
(18)

(F2)

lim
𝑙→∞

Res𝑢,𝑙 (𝑥, 𝑡) = Res𝑢,∞ (𝑥, 𝑡) = Res𝑢 (𝑥, 𝑡) ≡ 0;
lim
𝑚→∞

ResV,𝑚 (𝑥, 𝑡) = ResV,∞ (𝑥, 𝑡) = ResV (𝑥, 𝑡) ≡ 0;
lim
𝑛→∞

Res𝑤,𝑛 (𝑥, 𝑡) = Res𝑤,∞ (𝑥, 𝑡) = Res𝑤 (𝑥, 𝑡) ≡ 0.
(19)

Furthermore

0 = 𝐷(𝑖−𝑝)𝛼𝑡 Res𝑢,∞ (𝑥, 𝑡)󵄨󵄨󵄨󵄨󵄨𝑡=0 = 𝑢𝑖 (𝑥) + 𝐷(𝑖−𝑝)𝛼𝑡 𝐹 (𝑥, 𝑡) , 𝑖 = 𝑝, 𝑝 + 1, . . .
󳨐⇒ 𝑢𝑖 (𝑥) = 𝑓𝑖−𝑝 (𝑥) ≜ 𝑎𝑖 (𝑥) , 𝑖 = 𝑝, 𝑝 + 1, . . . ;

0 = 𝐷(𝑗−𝑞)𝛼𝑡 ResV,∞ (𝑥, 𝑡)󵄨󵄨󵄨󵄨󵄨󵄨𝑡=0 = V𝑗 (𝑥) + 𝐷(𝑗−𝑞)𝛼𝑡 𝐺 (𝑥, 𝑡) , 𝑗 = 𝑞, 𝑞 + 1, . . .
󳨐⇒ V𝑗 (𝑥) = 𝑔𝑗−𝑞 (𝑥) ≜ 𝑏𝑗 (𝑥) , 𝑗 = 𝑞, 𝑞 + 1, . . . ;

0 = 𝐷(𝑘−𝑟)𝛼𝑡 Res𝑤,∞ (𝑥, 𝑡)󵄨󵄨󵄨󵄨󵄨𝑡=0 = 𝑤𝑘 (𝑥) + 𝐷(𝑘−𝑞)𝛼𝑡 𝐻 (𝑥, 𝑡) , 𝑘 = 𝑟, 𝑟 + 1, . . .
󳨐⇒ 𝑤𝑘 (𝑥) = ℎ𝑘−𝑝 (𝑥) ≜ 𝑐𝑘 (𝑥) , 𝑘 = 𝑟, 𝑝 + 1, . . . .

(20)

Thus the solutions of coupled system (10) are

𝑢 (𝑥, 𝑡) = ∞∑
𝑖=0

𝑎𝑖 (𝑥)
Γ (𝑖𝛼 + 1) 𝑡𝑛𝛼,

V (𝑥, 𝑡) = ∞∑
𝑗=0

𝑏𝑗 (𝑥)
Γ (𝑗𝛼 + 1) 𝑡𝑛𝛼,

𝑤 (𝑥, 𝑡) = ∞∑
𝑘=0

𝑐𝑘 (𝑥)
Γ (𝑘𝛼 + 1) 𝑡𝑛𝛼.

(21)

Remark 8. If

𝐹 (𝑥, 𝑡) = 𝑓 (𝑥, 𝑡, 𝑢, V, 𝑤) ,
𝐺 (𝑥, 𝑡) = 𝑔 (𝑥, 𝑡, 𝑢, V, 𝑤) ,
𝐻 (𝑥, 𝑡) = ℎ (𝑥, 𝑡, 𝑢, V, 𝑤)

(22)

and even 𝐹, 𝐺, 𝐻 include the term of space fractional deriva-
tive and the term of time-fractional derivative whose order
is less than the order of the system, then RPS method is also
effective in calculating the asymptotic solutions for coupled
system (10). In fact, 𝐹, 𝐺, 𝐻 could be expanded in the form
of fractional power series about time variable 𝑡 at the initial
time 𝑡0, and facts (F1) and (F2) are reasonable as well; thus
the coefficients appearing in the asymptotic solutions could
be obtained successfully.

4. Application of RPS Method to Time-Space
Fractional Coupled Systems

4.1. The Time-Space Fractional Coupled KdV System. KdV
equation plays an important role in nonlinear evolution
equation for its wide application in physics and engineering.
Coupled KdV system was introduced by Hirota and Satsuma
[25] to describe the iterations ofwaterwaves and they claimed
that the system exits a soliton solution. In [26], Fan andZhang
got several kinds of solutions by an improved homogeneous
method. In [20], Bhrawy et al. reduced the time-fractional
coupled KdV equations into a problem consisting of a system
of algebraic equations that greatly simplifies the problem
via the shifted Legendre polynomials. The time-fractional
coupled KdV equation is a generalization of the classical
coupled KdV equation and in this subsection we generalize
time-fractional coupled KdV system to time-space fractional
coupled system (23) and obtain the asymptotic solution using
RPS method.

Consider the time-space fractional coupled KdV system:

𝐷𝛼𝑡 𝑢 − 𝑎𝐷3𝛽𝑥 𝑢 − 6𝑎𝑢𝐷𝛾𝑥𝑢 − 2𝑏V𝐷𝛿𝑥V = 0,
𝐷𝛼𝑡 V + 𝐷3𝜆𝑥 V + 3𝑢𝐷𝜏𝑥V = 0

(23)

with initial values
𝑢 (𝑥, 0) = 𝑎0 (𝑥) ,
V (𝑥, 0) = 𝑏0 (𝑥) , (24)

where 0 < 𝛼, 𝛾, 𝛿, 𝜏 ≤ 1, 2/3 < 𝛽, 𝜆 ≤ 1, 𝑢 = 𝑢(𝑥, 𝑡), V =
V(𝑥, 𝑡), (𝑥, 𝑡) ∈ R × R.

If 𝑢(𝑥, 𝑡) and V(𝑥, 𝑡) are analytic at 𝑡 = 0, then they can be
expanded in the form of fractional power series
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𝑢 (𝑥, 𝑡) = ∞∑
𝑖=0

𝑢𝑖 (𝑥)
Γ (𝑖𝛼 + 1) 𝑡𝑖𝛼,

V (𝑥, 𝑡) = ∞∑
𝑗=0

V𝑗 (𝑥)
Γ (𝑗𝛼 + 1) 𝑡𝑗𝛼,

𝐹 (𝑥, 𝑡) = ∞∑
𝑛=0

𝑡𝑛𝛼
Γ (𝑛𝛼 + 1) {−𝑎𝐷3𝛽𝑥 𝑢𝑛 (𝑥) − 𝑛∑

𝑠=0

Γ (𝑛𝛼 + 1)
Γ (𝑠𝛼 + 1) Γ ((𝑛 − 𝑠) 𝛼 + 1) (6𝑎𝑢𝑠 (𝑥) 𝐷𝛾𝑥𝑢𝑛−𝑠 (𝑥) + 2𝑏V𝑠 (𝑥) 𝐷𝛿𝑥V𝑛−𝑠 (𝑥))} ,

𝐺 (𝑥, 𝑡) = ∞∑
𝑛=0

𝑡𝑛𝛼
Γ (𝑛𝛼 + 1) {𝐷3𝜆𝑥 V𝑛 + 𝑛∑

𝑠=0

Γ (𝑛𝛼 + 1)
Γ (𝑠𝛼 + 1) Γ ((𝑛 − 𝑠) 𝛼 + 1) ⋅ 3𝑢𝑠 (𝑥) 𝐷𝜏𝑥V𝑖−1−𝑠 (𝑥)} .

(25)

Under the initial conditions,

𝑢0 (𝑥) = 𝑎0 (𝑥) ,
V0 (𝑥) = 𝑏0 (𝑥) ; (26)

that is, the initial approximate solutions are

𝑢initial (𝑥, 𝑡) = 𝑎0 (𝑥) ,
Vinitial (𝑥, 𝑡) = 𝑏0 (𝑥) . (27)

Set

Res𝑢 (𝑥, 𝑡) = 𝐷𝛼𝑡 𝑢 − 𝑎𝐷3𝛽𝑥 𝑢 − 6𝑎𝑢𝐷𝛾𝑥𝑢 − 2𝑏V𝐷𝛿𝑥V,
ResV (𝑥, 𝑡) = 𝐷𝛼𝑡 V + 𝐷3𝜆𝑥 V + 3𝑢𝐷𝜏𝑥V,
Res𝑢,𝑙 (𝑥, 𝑡) = 𝐷𝛼𝑡 𝑢𝑙 − 𝑎𝐷3𝛽𝑥 𝑢 − 6𝑎𝑢𝑙𝐷𝛾𝑥𝑢𝑙

− 2𝑏V𝑚𝐷𝛿𝑥V𝑚,
ResV,𝑚 (𝑥, 𝑡) = 𝐷𝛼𝑡 V𝑚 + 𝐷3𝜆𝑥 V𝑚 + 3𝑢𝑙𝐷𝜏𝑥V𝑚,

(28)

where

𝑢𝑙 (𝑥, 𝑡) = 𝑎0 (𝑥) + 𝑙∑
𝑖=1

𝑢𝑖 (𝑥)
Γ (𝑖𝛼) + 1𝑡𝑖𝛼,

V𝑚 (𝑥, 𝑡) = 𝑏0 (𝑥) + 𝑚∑
𝑗=1

V𝑗 (𝑥)
Γ (𝑗𝛼) + 1𝑡𝑗𝛼.

(29)

Using RPS method

𝑢𝑖 (𝑥)
= 𝑎𝐷3𝛽𝑥 𝑢𝑖−1 (𝑥) + 𝑖−1∑

𝑠=0

Γ ((𝑖 − 1) 𝛼 + 1)
Γ (𝑠𝛼 + 1) Γ ((𝑖 − 1 − 𝑠) 𝛼 + 1)

⋅ {6𝑎𝑢𝑠 (𝑥) 𝐷𝛾𝑥𝑢𝑖−1−𝑠 (𝑥) + 2𝑏V𝑠 (𝑥) 𝐷𝛿𝑥V𝑖−1−𝑠 (𝑥)}
≜ 𝑎𝑖 (𝑥) , 𝑖 = 1, 2, . . . ,

V𝑗 (𝑥)
= −𝐷3𝜆𝑥 V𝑗−1 (𝑥)

− 𝑗−1∑
𝑠=0

Γ ((𝑗 − 1) 𝛼 + 1)
Γ (𝑠𝛼 + 1) Γ ((𝑗 − 1 − 𝑠) 𝛼 + 1)

⋅ 3𝑢𝑠 (𝑥) 𝐷𝜏𝑥V𝑗−1−𝑠 (𝑥) ≜ 𝑏𝑗 (𝑥) , 𝑗 = 1, 2, . . . .
(30)

Thus the fractional power series solutions of coupled system
(23) are

𝑢 (𝑥, 𝑡) = ∞∑
𝑖=0

𝑎𝑖 (𝑥)
Γ (𝑖𝛼 + 1) 𝑡𝑖𝛼,

V (𝑥, 𝑡) = ∞∑
𝑗=0

𝑏𝑗 (𝑥)
Γ (𝑗𝛼 + 1) 𝑡𝑗𝛼.

(31)

4.2.The Time-Space Fractional Coupled KdV System of Gener-
alized Hirota-Satsuma Type. In this subsection, we consider
the time-space fractional coupled KdV system of generalized
Hirota-Satsuma type

𝐷𝛼𝑡 𝑢 − 1
2𝐷3𝛽𝑥 𝑢 + 3𝑢𝐷𝛾𝑥𝑢 − 3𝐷𝛿𝑥 (V𝑤) = 0,

𝐷𝛼𝑡 V + 𝐷3𝜆𝑥 V − 3𝑢𝐷𝜏𝑥V = 0,
𝐷𝛼𝑡 𝑤 + 𝐷3𝜃𝑥 𝑤 − 3𝑢𝐷𝜎𝑥𝑤 = 0,

𝑢 (𝑥, 0) = 𝑎0 (𝑥) ,
V (𝑥, 0) = 𝑏0 (𝑥) ,
𝑤 (𝑥, 0) = 𝑐0 (𝑥) ,

(32)

where 0 < 𝛼, 𝛾, 𝛿, 𝜆, 𝜏 ≤ 1, 2/3 < 𝛽, 𝜎, 𝜃 ≤ 1, 𝑢 =𝑢(𝑥, 𝑡), V = V(𝑥, 𝑡), 𝑤 = 𝑤(𝑥, 𝑡), (𝑥, 𝑡) ∈ R×R.The equation
describes an interaction of two long waves with different
dispersion relations.
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If 𝑢, V, 𝑤 are analytic at 𝑡 = 0, then 𝑢, V, 𝑤 can be written
as the form of fractional power series

𝑢 (𝑥, 𝑡) = ∞∑
𝑖=0

𝑢𝑖 (𝑥)
Γ (𝑖𝛼 + 1) 𝑡𝑖𝛼,

V (𝑥, 𝑡) = ∞∑
𝑗=0

V𝑗 (𝑥)
Γ (𝑗𝛼 + 1) 𝑡𝑗𝛼,

𝑤 (𝑥, 𝑡) = ∞∑
𝑘=0

𝑤𝑘 (𝑥)
Γ (𝑘𝛼 + 1) 𝑡𝑘𝛼,

𝐹 (𝑥, 𝑡) = −1
2𝐷3𝛽𝑥 𝑢 + 3𝑢𝐷𝛾𝑥𝑢 − 3𝐷𝛿𝑥 (V𝑤)

= ∞∑
𝑛=0

𝑡𝑛𝛼
Γ (𝑛𝛼 + 1) ⋅ {−1

2𝐷3𝛽𝑥 𝑢𝑛 (𝑥)

+ 3 𝑛∑
𝑠=0

Γ (𝑛𝛼 + 1)
Γ (𝑠𝛼 + 1) Γ ((𝑛 − 𝑠) 𝛼 + 1) (𝑢𝑠 (𝑥)

⋅ 𝐷𝛾𝑥𝑢𝑛−𝑠 (𝑥) − V𝑛 (𝑥) 𝑤𝑛−𝑠 (𝑥))} ,

𝐺 (𝑥, 𝑡) = 𝐷3𝜆𝑥 V − 3𝑢𝐷𝜏𝑥V = ∞∑
𝑛=0

𝑡𝑛𝛼
Γ (𝑛𝛼 + 1)

⋅ {𝐷3𝜆𝑥 V𝑛 (𝑥) − 3 𝑛∑
𝑠=0

Γ (𝑛𝛼 + 1)
Γ (𝑠𝛼 + 1) Γ ((𝑛 − 𝑠) 𝛼 + 1)

⋅ 𝑢𝑠 (𝑥) 𝐷𝜏𝑥V𝑛−𝑠 (𝑥)} ,

𝐻 (𝑥, 𝑡) = 𝐷3𝜃𝑥 𝑤 − 3𝑢𝐷𝜎𝑥𝑤 = ∞∑
𝑛=0

𝑡𝑛𝛼
Γ (𝑛𝛼 + 1)

⋅ {𝐷3𝜃𝑥 𝑤𝑛 (𝑥) − 3 𝑛∑
𝑠=0

Γ (𝑛𝛼 + 1)
Γ (𝑠𝛼 + 1) Γ ((𝑛 − 𝑠) 𝛼 + 1)

⋅ 𝑢𝑠 (𝑥) 𝐷𝜎𝑥𝑤𝑛−𝑠 (𝑥)} .

(33)

With the initial values

𝑢0 (𝑥) = 𝑎0 (𝑥) ,
V0 (𝑥) = 𝑏0 (𝑥) ,
𝑤0 (𝑥) = 𝑐0 (𝑥) ,

(34)

the initial approximate solutions are

𝑢initial (𝑥, 𝑡) = 𝑎0 (𝑥) ,
Vinitial (𝑥, 𝑡) = 𝑏0 (𝑥) ,
𝑤initial (𝑥, 𝑡) = 𝑐0 (𝑥) .

(35)

Set

Res𝑢 (𝑥, 𝑡) = 𝐷𝛼𝑡 𝑢 − 1
2𝐷3𝛽𝑥 𝑢 + 3𝑢𝐷𝛾𝑥𝑢 − 3𝐷𝛿𝑥 (V𝑤)

= 0,
ResV (𝑥, 𝑡) = 𝐷𝛼𝑡 V + 𝐷3𝜆𝑥 V − 3𝑢𝐷𝜏𝑥V = 0,
Res𝑤 (𝑥, 𝑡) = 𝐷𝛼𝑡 𝑤 + 𝐷3𝜃𝑥 𝑤 − 3𝑢𝐷𝜎𝑥𝑤 = 0,
Res𝑢,𝑙 (𝑥, 𝑡) = 𝐷𝛼𝑡 𝑢𝑙 − 1

2𝐷3𝛽𝑥 𝑢𝑙 + 3𝑢𝑙𝐷𝛾𝑥𝑢𝑙
− 3𝐷𝛿𝑥 (V𝑚𝑤𝑛) ,

ResV,𝑚 (𝑥, 𝑡) = 𝐷𝛼𝑡 V𝑚 + 𝐷3𝜆𝑥 V − 3𝑢𝑙𝐷𝜏𝑥V𝑚,
Res𝑤,𝑛 (𝑥, 𝑡) = 𝐷𝛼𝑡 𝑤𝑛 + 𝐷3𝜃𝑥 𝑤𝑛 − 3𝑢𝑙𝐷𝜎𝑥𝑤𝑛,

(36)

where

𝑢𝑙 (𝑥, 𝑡) = 𝑎0 (𝑥) + 𝑙∑
𝑖=1

𝑢𝑖 (𝑥)
Γ (𝑖𝛼 + 1) 𝑡𝛼,

V𝑚 (𝑥, 𝑡) = 𝑏0 (𝑥) + 𝑚∑
𝑗=1

V𝑖 (𝑥)
Γ (𝑗𝛼 + 1) ,

𝑤𝑛 (𝑥, 𝑡) = 𝑐0 (𝑥) + 𝑛∑
𝑘=1

𝑤𝑘 (𝑥)
Γ (𝑘𝛼 + 1) 𝑡𝑘𝛼,

(37)

with the results of RPS method:

𝑢𝑖 (𝑥) = 1
2𝐷3𝛽𝑥 𝑢𝑖−1 (𝑥)

− 3𝑖−1∑
𝑠=0

Γ ((𝑖 − 1) 𝛼 + 1)
Γ (𝑠𝛼 + 1) Γ ((𝑖 − 1 − 𝑠) 𝛼 + 1)

⋅ {𝑢𝑠 (𝑥) 𝐷𝛾𝑥𝑢𝑖−1−𝑠 (𝑥) − 𝐷𝛿𝑥 (V𝑠 (𝑥) 𝑤𝑖−1−𝑠 (𝑥))}
≜ 𝑎𝑖 (𝑥) , 𝑖 = 1, 2, . . . ,

V𝑗 (𝑥) = −𝐷3𝜎𝑥 V𝑗−1 (𝑥)

+ 3𝑗−1∑
𝑠=0

Γ ((𝑗 − 1) 𝛼 + 1)
Γ (𝑗𝛼 + 1) Γ ((𝑗 − 1 − 𝑠) 𝛼 + 1)𝑢𝑠 (𝑥)

⋅ 𝐷𝜆𝑥V𝑗−1−𝑠 (𝑥) ≜ 𝑏𝑗 (𝑥) , 𝑗 = 1, 2, . . . ,
𝑤𝑘 (𝑥) = −𝐷3𝜃𝑥 𝑤𝑘−1 (𝑥)

+ 3𝑘−1∑
𝑠=0

Γ ((𝑘 − 1) 𝛼 + 1)
Γ (𝑗𝛼 + 1) Γ ((𝑘 − 1 − 𝑠) 𝛼 + 1)𝑢𝑠 (𝑥)

⋅ 𝐷𝜏𝑥𝑤𝑘−1−𝑗 (𝑥) ≜ 𝑐𝑘 (𝑥) , 𝑘 = 1, 2, . . . .

(38)
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So the fractional power series solutions of coupled system
(32) are

𝑢 (𝑥, 𝑡) = ∞∑
𝑖=0

𝑎𝑖 (𝑥)
Γ (𝑖𝛼 + 1) 𝑡𝑖𝛼,

V (𝑥, 𝑡) = ∞∑
𝑗=0

𝑏𝑗 (𝑥)
Γ (𝑗𝛼 + 1) 𝑡𝑗𝛼,

𝑤 (𝑥, 𝑡) = ∞∑
𝑘=0

𝑐𝑘 (𝑥)
Γ (𝑘𝛼 + 1) 𝑡𝑘𝛼.

(39)

4.3.TheTime-Space Fractional CoupledWhitham-Broer-Kaup
(WBK) System. Whitham [27], Broer [28], and Kaup [29]
obtained nonlinear WBK system. In [30], Rashidi et al.
obtained the approximate travelingwave solutions of the cou-
pled WBK system in shallow water using homotopy analysis
method. In [31], Kadem and Baleanu applied the homotopy
perturbation method to find an analytical approximate solu-
tion for the coupled WBK system. In this subsection, we
consider the time-space fractional coupled WBK system and
construct the approximate solution by RPS method.

Consider the time-space fractional coupledWBK system:

𝐷𝛼𝑡 𝑢 + 𝑢𝐷𝛽𝑥𝑢 + 𝐷𝛾𝑥V + 𝑎𝐷2𝛿𝑥 𝑢 = 0,
𝐷𝛼𝑡 V + 𝐷𝜆𝑥 (𝑢V) − 𝑎𝐷2𝜏𝑥 V + 𝑏𝐷3𝜃𝑥 𝑢 = 0,

𝑢 (𝑥, 0) = 𝑎0 (𝑥) ,
V (𝑥, 0) = 𝑏0 (𝑥) ,

(40)

where 0 < 𝛼, 𝜎, 𝜏, 𝜆 ≤ 1, 1/2 < 𝛿, 𝜂 ≤ 1, 2/3 < 𝜃 ≤1, (𝑥, 𝑡) ∈ R × R, 𝑎, 𝑏 ∈ R represent different dispersive
power, 𝑢 = 𝑢(𝑥, 𝑡) is the field of horizontal velocity, and
V = V(𝑥, 𝑡) is the height deviating equilibrium position of
liquid. And this is a very good model to describe dispersive
wave.

If 𝑢, V are analytic at 𝑡 = 0, then 𝑢, V can be expanded in
the form of fractional power series

𝑢 (𝑥, 𝑡) = ∞∑
𝑖=0

𝑢𝑖 (𝑥)
Γ (𝑖𝛼 + 1) 𝑡𝑖𝛼,

V (𝑥, 𝑡) = ∞∑
𝑗=0

V𝑗 (𝑥)
Γ (𝑗𝛼 + 1) 𝑡𝑗𝛼,

𝐹 (𝑥, 𝑡) = ∞∑
𝑛=0

𝑡𝑛𝛼
Γ (𝑛𝛼 + 1)

⋅ { 𝑛∑
𝑠=0

Γ (𝑛𝛼 + 1)
Γ (𝑠𝛼 + 1) Γ ((𝑛 − 𝑠) 𝛼 + 1)𝑢𝑠 (𝑥) 𝐷𝛽𝑥𝑢𝑛−𝑠 (𝑥)

+ 𝐷𝛾𝑥V𝑛 (𝑥) + 𝑎𝐷2𝛿𝑥 𝑢𝑛 (𝑥)} ,

𝐺 (𝑥, 𝑡)
= ∞∑
𝑛=0

𝑡𝑛𝛼
Γ (𝑛𝛼 + 1) { 𝑛∑

𝑠=0

Γ (𝑛𝛼 + 1)
Γ (𝑠𝛼 + 1) Γ ((𝑛 − 𝑠) 𝛼 + 1)

⋅ 𝐷𝜆𝑥 (𝑢𝑠 (𝑥) V𝑛−𝑠 (𝑥)) + 𝑎𝐷2𝜏𝑥 V𝑛 (𝑥) + 𝑏𝐷3𝜃𝑥 𝑢𝑛 (𝑥)} .
(41)

Under the initial conditions

𝑢0 (𝑥) = 𝑎0 (𝑥) ,
V0 (𝑥) = 𝑏0 (𝑥) , (42)

and the initial approximate solutions are

𝑢initial (𝑥, 𝑡) = 𝑎0 (𝑥) ,
Vinitial (𝑥, 𝑡) = 𝑏0 (𝑥, 𝑡) . (43)

Set

Res𝑢 (𝑥, 𝑡) = 𝐷𝛼𝑡 𝑢 + 𝑢𝐷𝛽𝑥𝑢 + 𝐷𝛾𝑥V + 𝑎𝐷2𝛿𝑥 𝑢,
ResV (𝑥, 𝑡) = 𝐷𝛼𝑡 V + 𝐷𝜆𝑥 (𝑢V) − 𝑎𝐷2𝜏𝑥 V + 𝑏𝐷3𝜃𝑥 𝑢,
Res𝑢,𝑙 (𝑥, 𝑡) = 𝐷𝛼𝑡 𝑢𝑙 + 𝑢𝑙𝐷𝛽𝑥𝑢𝑙 + 𝐷𝛾𝑥V𝑚 + 𝑎𝐷2𝛿𝑥 𝑢𝑙,
ResV,𝑚 (𝑥, 𝑡) = 𝐷𝛼𝑡 V𝑚 + 𝐷𝜆𝑥 (𝑢𝑙V𝑚) − 𝑎𝐷2𝜏𝑥 V𝑚

+ 𝑏𝐷3𝜃𝑥 𝑢𝑙,

(44)

where

𝑢𝑙 (𝑥, 𝑡) = 𝑎0 (𝑥) + 𝑙∑
𝑖=1

𝑢𝑖 (𝑥)
Γ (𝑖𝛼 + 1) 𝑡𝛼,

V𝑚 (𝑥, 𝑡) = 𝑏0 (𝑥) + ∑
𝑗=1

V𝑗 (𝑥)
Γ (𝑗𝛼 + 1) 𝑡𝑗𝛼.

(45)

With RPS method

𝑢𝑖 (𝑥) = −𝑖−1∑
𝑠=0

Γ ((𝑖 − 1) 𝛼 + 1)
Γ (𝑠𝛼 + 1) Γ ((𝑖 − 1 − 𝑠) 𝛼 + 1)𝑢𝑠 (𝑥)

⋅ 𝐷𝛽𝑥𝑢𝑖−1−𝑠 (𝑥) + 𝐷𝛾𝑥V𝑖−1 (𝑥) + 𝑎𝐷2𝛿𝑥 𝑢𝑖−1 (𝑥)
≜ 𝑎𝑖 (𝑥) , 𝑖 = 1, 2, . . . ,

V𝑗 (𝑥) = −𝑗−1∑
𝑠=0

Γ ((𝑗 − 1) 𝛼 + 1)
Γ (𝑠𝛼 + 1) Γ ((𝑗 − 1 − 𝑠) 𝛼 + 1)

⋅ 𝐷𝜆𝑥 (𝑢𝑠 (𝑥) V𝑗−1−𝑠 (𝑥)) + 𝑎𝐷2𝜏𝑥 V𝑗−1 (𝑥)
− 𝑏𝐷3𝜃𝑥 𝑢𝑗−1 (𝑥) ≜ 𝑏𝑗 (𝑥) , 𝑗 = 1, 2, . . . .

(46)
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So the fractional power series solution of coupled system (40)
is

𝑢 (𝑥, 𝑡) = ∞∑
𝑖=0

𝑎𝑖 (𝑥)
Γ (𝑖𝛼 + 1) 𝑡𝑖𝛼,

V (𝑥, 𝑡) = ∞∑
𝑗=0

𝑏𝑗 (𝑥)
Γ (𝑗𝛼 + 1) 𝑡𝑗𝛼.

(47)

Remark 9. When 𝛼 = 𝜎 = 𝜏 = 𝛿 = 𝜆 = 𝜂 = 𝜃 = 1, 𝛽 ̸= 0,𝛾 = 0, (40) reduces to the classical long-wave equations that
describe the shallow water wave with diffusion.

Remark 10. When 𝛼 = 𝜎 = 𝜏 = 𝛿 = 𝜆 = 𝜂 = 𝜃 = 1, 𝛽 = 0,𝛾 = 1, (40) reduces to the variant Boussinesq equation.
4.4. The Time-Space Fractional Coupled Shallow Water Sys-
tem. Shallow water systems are widely used in predicting
hydrodynamics of surface flows such as water flows in rivers,
channels, flood plains, and coastal regions. It is well known
that the shallow water systems can accurately predict the
hydraulic parameters under conditions of slow erosion and
low sediment concentration of the time-space fractional cou-
pled shallow water system [32]. In this subsection, consider
the time-space fractional coupled shallow water system

𝐷𝛼𝑡 𝑢 + 𝑢𝐷𝛽𝑥𝑢 + 𝐷𝛾𝑥V + 𝑎𝐷2𝛿𝑥 𝑢 = 0,
𝐷𝛼𝑡 V + V𝐷𝜆𝑥𝑢 + 𝑢𝐷𝜏𝑥V − 𝑎𝐷2𝜃𝑥 V + 𝑏𝐷3𝜎𝑥 𝑢 = 0,

(48)

with initial values

𝑢 (𝑥, 0) = 𝑎0 (𝑥) ,
V (𝑥, 0) = 𝑏0 (𝑥) , (49)

where 0 < 𝛼, 𝛽, 𝛾, 𝜆, 𝜏 ≤ 1, 1/2 < 𝛿, 𝜃 ≤ 1, 2/3 < 𝜎 ≤ 1, 𝑢 =𝑢(𝑥, 𝑡), V = V(𝑥, 𝑡), (𝑥, 𝑡) ∈ R × R.
If 𝑢, V are analytic at 𝑡 = 0, then 𝑢, V can be written as the

form of fractional power series:

𝑢 (𝑥, 𝑡) = ∞∑
𝑖=0

𝑢𝑖 (𝑥)
Γ (𝑖𝛼 + 1) 𝑡𝑖𝛼,

V (𝑥, 𝑡) = ∞∑
𝑗=0

V𝑗 (𝑥)
Γ (𝑗𝛼 + 1) 𝑡𝑗𝛼,

𝐹 (𝑥, 𝑡) = ∞∑
𝑛=0

𝑡𝑛𝛼
Γ (𝑛𝛼 + 1)

⋅ { 𝑛∑
𝑠=0

Γ (𝑛𝛼 + 1)
Γ (𝑠𝛼 + 1) Γ ((𝑛 − 𝑠) 𝛼 + 1)𝑢𝑠 (𝑥) 𝐷𝛽𝑥𝑢𝑛−𝑠 (𝑥)

+ 𝐷𝛾𝑥V𝑛 (𝑥) + 𝑎𝐷2𝛿𝑥 𝑢𝑛 (𝑥)} ,

𝐺 (𝑥, 𝑡) = ∞∑
𝑛=0

𝑡𝑛𝛼
Γ (𝑛𝛼 + 1)

⋅ { 𝑛∑
𝑠=0

Γ (𝑛𝛼 + 1)
Γ (s𝛼 + 1) Γ ((𝑛 − 𝑠) 𝛼 + 1)

⋅ (V𝑠 (𝑥) 𝐷𝜆𝑥𝑢𝑛−𝑠 (𝑥) + 𝑢𝑠 (𝑥) 𝐷𝜏𝑥V𝑛−𝑠 (𝑥))
− 𝑎𝐷2𝜃𝑥 V𝑛 (𝑥) + 𝑏𝐷3𝜎𝑥 𝑢𝑛 (𝑥)} .

(50)

With the initial conditions

𝑢0 (𝑥) = 𝑎0 (𝑥) ,
V0 (𝑥) = 𝑏0 (𝑥) , (51)

and the initial approximate solutions are

𝑢initial (𝑥, 𝑡) = 𝑎0 (𝑥) ,
Vinitial (𝑥, 𝑡) = 𝑏0 (𝑥) . (52)

Set

Res𝑢 (𝑥, 𝑡) = 𝐷𝛼𝑡 𝑢 + 𝑢𝐷𝛽𝑥𝑢 + 𝐷𝛾𝑥V + 𝑎𝐷2𝛿𝑥 𝑢,
ResV (𝑥, 𝑡) 𝐷𝛼𝑡 V + V𝐷𝜆𝑥𝑢 + 𝑢𝐷𝜏𝑥V − 𝑎𝐷2𝜃𝑥 V + 𝑏𝐷3𝜎𝑥 𝑢,
Res𝑢,𝑙 (𝑥, 𝑡) = 𝐷𝛼𝑡 𝑢𝑙 + 𝑢𝑙𝐷𝛽𝑥𝑢𝑙 + 𝐷𝛾𝑥V𝑚 + 𝑎𝐷2𝛿𝑥 𝑢𝑙,
ResV,𝑚 (𝑥, 𝑡) = 𝐷𝛼𝑡 V𝑚 + V𝑚𝐷𝜆𝑥𝑢𝑙 + 𝑢𝑙𝐷𝜏𝑥V𝑚 − 𝑎𝐷2𝜃𝑥 V𝑚

+ 𝑏𝐷3𝜎𝑥 𝑢𝑙,

(53)

where

𝑢𝑙 (𝑥, 𝑡) = 𝑎0 (𝑥) + 𝑙∑
𝑖=1

𝑢𝑖 (𝑥)
Γ (𝑖𝛼 + 1) 𝑡𝑖𝛼,

V𝑚 (𝑥, 𝑡) = 𝑏0 (𝑥) + 𝑚∑
𝑗=1

V𝑗 (𝑥)
Γ (𝑗𝛼 + 1) 𝑡𝑗𝛼.

(54)

Using the RPS method

𝑢𝑖 (𝑥) = −𝑖−1∑
𝑠=0

Γ ((𝑖 − 1) 𝛼 + 1)
Γ (𝑠𝛼 + 1) Γ ((𝑖 − 1 − 𝑠) 𝛼 + 1)𝑢𝑠 (𝑥)

⋅ 𝐷𝛽𝑥𝑢𝑖−1−𝑠 (𝑥) − 𝐷𝛾𝑥V𝑖−1 (𝑥) + 𝑎𝐷2𝛿𝑥 𝑢𝑖−1 (𝑥)
≜ 𝑎𝑖 (𝑥) , 𝑖 = 1, 2, . . . ,

V𝑗 (𝑥) = −𝑖−1∑
𝑠=0

Γ ((𝑖 − 1) 𝛼 + 1)
Γ (𝑠𝛼 + 1) Γ ((𝑖 − 1 − 𝑠) 𝛼 + 1) (V𝑠 (𝑥)

⋅ 𝐷𝜆𝑥𝑢𝑗−1−𝑠 + 𝑢𝑠 (𝑥) 𝐷𝜏𝑥V𝑗−1−𝑠 (𝑥)) + 𝑎𝐷2𝜃𝑥 V𝑗−1 (𝑥)
− 𝑏𝐷3𝜎𝑥 𝑢𝑖−1 (𝑥) ≜ 𝑏𝑗 (𝑥) , 𝑗 = 1, 2, . . . .

(55)
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So the solutions of coupled system (48) are

𝑢 (𝑥, 𝑡) = ∞∑
𝑛=0

𝑎𝑛 (𝑥)
Γ (𝑛𝛼 + 1) 𝑡𝑛𝛼,

V (𝑥, 𝑡) = ∞∑
𝑛=0

𝑏𝑛 (𝑥)
Γ (𝑛𝛼 + 1) 𝑡𝑛𝛼.

(56)

5. Concluding Remarks

This paper introduced a new analytical iterative technique
to construct asymptotic solutions to time-space fractional
coupled systems, which is based on the general Residual
Power Series method. Furthermore, we apply this method
to some specific time-space fractional coupled systems to
obtain asymptotic solutions with respect to initial values,
which shows that thismethod is efficient and does not require
linearization or perturbation.
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