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Presently, most of the existing rumor detection methods focus on learning and integrating various features for detection, but due
to the complexity of the language, these models often rarely consider the relationship between the parts of speech. For the �rst
time, this paper integrated a knowledge graphs and graph attention networks to solve this problem through attentionmechanisms.
A knowledge graphs can be the most e�ective and intuitive expression of relationships between entities, providing problem
analysis from the perspective of “relationships”.�is paper used knowledge graphs to enhance topics and learn the text features by
using self-attention. Furthermore, this paper de�ned a common dependent tree structure, and then the ordinary dependency trees
were reshaped to make it generate a motif-dependent tree. A graph attention network was adopted to collect feature repre-
sentations derived from the corresponding syntax-dependent tree production. �e attention mechanism was an allocation
mechanism of weight parameters that could help the model capture important information. Rumors were then detected ac-
cordingly by using the attention mechanism to combine text representations learned from self-attention and graph represen-
tations learned from the graph attention network. Finally, numerous experiments were performed on the standard dataset Twitter,
and the proposed model here had achieved a 7.7% improved accuracy rate compared with the benchmark model.

1. Introduction

In recent years, with the rapid development of social media
platforms, various social media have been widely used, such as
Sina Weibo and Twitter. �e popularity of social media
platforms has brought great convenience for people to collect
information and news, but the development of social media
platforms has also led to the spread of rumors. Rumors in
social media have the characteristics of fast spread, wide in-
�uence range, large cost, and low e�ciency ofmanual refuting.
�erefore, rumor detection has become an extremely chal-
lenging research topic in the �eld of text classi�cation, which
has attracted close attention from academia and industry.

In recent studies, Ma et al. [1] used recurrent neural
network and attention mechanisms to perform rumor de-
tection, improving the most sophisticated detection e�ects at

the time. However, attention mechanisms may sometimes
fail due to the complexity of linguistic morphology and
syntax. To this end, Wang et al. [2] proposed syntax tree-
based structure information for text. As knowledge is re�ned
into a structured form, many domains of knowledge graph
(KG) have been constructed. Comet [3] used triples in KG as
a corpus to train generative pretraining for common sense
learning. But this knowledge embedding fails to account for
the impacts of the introduced knowledge on sentences.
Recently, Zhang et al. [4] used graph neural networks to
process representations of graphs learned from the depen-
dency tree. Lv et al. [5] proposed rumor detection based on a
time graph attention network. �e method �rst aggregated
the spread structure and text features of rumors through the
graph attention neural network, then, recorded the historical
state of the spread structure using the time attention
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mechanism, and then, captured the features of the spread
structure changing with time through the gated loop unit.
(is method innovatively proposes the concept of time for
rumor detection but does not consider the deep connection
between words as the characteristics of the text itself. Al-
though these models have improved in some ways, their
disadvantages cannot be ignored. (e dependency trees
constructed first ignore the connection between subjects and
viewpoint words; second, introduced knowledge graphs also
inevitably bring noise; and finally, only a small fraction of the
dependent trees are associated with rumor detection, which
does not require encoding the entire dependency trees.

To address these problems, for the first time, this paper
proposed a method of rumor detection based on knowledge
enhancement and graph attention network models.

First, motif of knowledge graph triples was injected for
thematic enhancement, modifying the effects of mask
mechanisms for noise reduction. Second, the syntax-de-
pendent trees were reshaped so that the motif was dependent
and pruning for the syntax-dependent trees, only retaining
edges that had a direct dependence on the motif.(is unified
tree structure was able to focus not only on the connection
between topics and potential opinion words, but also fa-
cilitated batch processing and parallel operation. Finally, our
study fused the text representations learned by self-attention
with the representation of the graphs learned by graph at-
tention network. (e Twitter dataset was extensively eval-
uated, and the experimental results demonstrated that our
model outperformed the benchmark method.

Main contributions of the research:

(1) For the first time, this paper proposed that knowl-
edge graphs and syntactic-dependent trees could be
used to reshape sentences to detect rumors, which
has improved the effects of rumor detection.

(2) In this paper, we improved the traditional graph
neural network by using a graph attention network
model based on text-classification and a dual at-
tention mechanism, where node attention and edge
attention could enhance each other.

(3) (e attention mechanism was adopted to integrate
the text representation and the graph representation,
and the fusion feature representation was used to
enhance the text representation learned from the
attention and the graph representation learned by
the graph attention network, respectively.

(4) Comparing the proposed model with the current
benchmark model, we experimentally demonstrated
that the proposed model could improve detection
accuracy by 7.7%.

2. Related Work

(e earliest study of rumor detection was based on traditional
machine learning, which transformed the rumor detection
into a second classification problem for processing. First, the
rumor features were extracted, then, the machine learning
model was applied for modeling, and finally, the rumor

characteristics were input into the model for training to re-
alize the rumor detection. Zhao et al. [6] presented a model
based on the decision tree classifier that had clustered the
questioned and corrected phrases that were extracted from
messages, and then a decision tree based on statistical features
was built for rumor detection. Yang et al. [7] added content-
based subject features, semantic bias, and comment infor-
mation to the rumor detection model. Guo et al. [8] proposed
that emotional features had an important role in rumor
detection. With the development of information technology,
deep learning has been successfully applied in information
processing, mode recognition and artificial intelligence, and
has achieved fruitful research results. Kwon et al. [9] used text
structure information and linguistic features to capture the
multimodal phenomena of rumor propagation by applying
three classification models: support vector machine, random
forest classifier, and decision tree. Ma et al. [1] first proposed
using circular neural networks to realize rumor detection,
considering the comment information and timing charac-
teristics of the message in the transmission process. A circular
neural network can automatically capture the changes of time
signals in the process of rumor transmission, modeling the
long-time context information on the time axis, thus, realizing
the time series-based event representation and achieving good
results in rumor prediction. Chen et al. [10] took advantage of
the characteristics of the constantly changing importance of
words during message transmission and the replication of
rumors to introduce attention mechanisms in recurrent
neural networks. Yu et al. [11] first applied the convolutional
neural network to detect rumors, using the paragraph vectors
to model the rumor information, taking the obtained para-
graph vectors as the input to the convolutional neural net-
work, and generating high-order abstract features through the
underlying combination of the features to achieve the purpose
of improving the rumor detection accuracy.

(e knowledge graph can automatically make use of
massive unstructured text data and information to assist
with manual analysis, research, understanding the big
data, and provide an accurate, reliable, and efficient factual
basis for rumor detection. Rospocher et al. [12] presented
an event-centered knowledge graph that drew events from
news reports, which included time, place, and participants
established causal and coexisting relationships between
events, and reconstructed the historical development and
temporal evolution of events. Gottschalks et al. [13]
resented a knowledge graph with event-centered multi-
lingual temporal that drew 690,000 contemporary his-
torical events and over 2.3 million temporal relationships
from existing large knowledge graphs like DBpedia,
YAGO, and Wikidata and integrated the extracted events,
entities, and relationships. Hemes et al. [14] proposed a
semantic representation of financial events that auto-
matically processed and analyzed financial events to assist
decision-making. Entities from the rumor dataset are
extracted to connect these entities to the open knowledge
graph DBpedia, based on which relationships and entities
connected are obtained. (e knowledge graph needed in
this paper is formed by using these relationships and
entities.
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(e attention mechanism was an allocation mechanism
of weight parameters that could help the model capture
important information. Some works provide the visualiza-
tion of the learned attention, such as: Xu et al. [15] proposed
a novel X-invariant Contrastive Augmentation and Repre-
sentation learning framework to thoroughly obtain rotate-
shear-scale invariant features. Shu et al. [16] proposed a
novel Expansion-Squeeze-Excitation-Fusion Network to
learn modal and channel-wise Expansion-Squeeze-Excita-
tion attentions for attentively fusing the multimodal features
in the modal and channel-wise ways. Shu et al. [17] present a
Spatio-Temporal Context Coherence constraint and a
Global Context Coherence constraint to capture the relevant
motions and quantify their contributions to the group ac-
tivity, an attention mechanism is employed to quantify the
contribution of a certain motion by measuring the consis-
tency between itself and the whole activity at each time step.
Tang et al. [18] proposed a novel Skeleton-joint Co-At-
tention Recurrent Neural Network to capture the spatial
coherence among joints and the temporal evolution among
skeletons simultaneously on a skeleton-joint co-attention
feature map in spatiotemporal space.

Since the first introduction of graph neural networks in
Kipf et al. [19], Graph Neural Network (GNN) has recently
shown its strong power in processing graphical structural
representations in the context of natural language pro-
cessing. Marcheggiani and Ivan [20] in 2017 proposed a
semantic Graph Convolution Network (GCN) based role
labeling model, at the word level; it effectively combined
syntactic information and skillfully combined sequence
model and graph representation, which alleviated the defects
of the sequence model to a certain extent. Shu et al. [21]
propose a novel graph LSTM-in-LSTM (GLIL) for group
activity recognition by modeling the person-level actions

and the group-level activity simultaneously. Zhang et al. [22]
used the GNN in the documentation and relational classi-
fication. (e Graph Attention Network (GAN) was first
introduced into the text classification task under document-
word and word-word relations by Yao et al. For similar
purposes, Huang and Carley [23] in 2019 explicitly estab-
lished the dependence between words by using a graph
attention network. However, these methods often ignore
dependencies, which may determine the connection be-
tween words.

3. Model

In the model, we integrated the text representation learned
by self-attention with the graph representation of syntactic
dependency trees learned by the Graph Attention Network.
Figure 1 shows the overall framework of the rumor detection
model, which contains 3 main modules, the knowledge
embedding module, dependency tree module based on the
graph attention network, and the attention module.

In this section, the task of rumor detection is expressed
as follows: In each documentD contains sentences {s1, s2, . . .,
si}, given a sentence si, i {1,2, . . ., i} and his subject ak, k {1,2,
. . ., k}, the purpose of rumor detection is to predict whether
an ak event is a rumor or not by automatically learning the
sentences related to ak.

3.1. Dependency Tree Modules Based on Graph Attention
Network. A Graph Neural Network (GNN) model for text
classification was first introduced, and then a syntax de-
pendency tree was used to model the text for rumor de-
tection. Finally, a graph attention network model based on
text classification with a novel dual attentionmechanismwas
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Figure 1: (e overall framework of rumor detection based on knowledge enhancement and Graph Attention Network.
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also applied in the research. Node attention was used to
enhance edge attention and edge attention was used to
enhance node attention.

3.1.1. Introduction of the GNNModel. With the proliferation
of deep learning techniques, GNN has achieved great success
in representation learning of graph structure data. In gen-
eral, most of the existing GNN models follow a neighbor-
hood aggregation strategy, and a GNN layer can be defined
as shown in the following equation :

h
l
i � AGGR h

l−1
i , h

l−1
j |∀j 􏽚 Ni􏼚 􏼛􏼒 􏼓, (1)

where hl
i was the node representation of node i at the l-layer

(usually using xi as hi
0), and Ni was the local domain set of

node i. AGGR was the aggregation function of GNN, and
there were many ways to implement it. GNN, which was
with excellent performance in text classification, had the
ability to capture long-distance interactions between enti-
ties. Most of the current methods are to build corpus-level
document graphs and try to classify documents through
semisupervised node classification. Despite of its success,
most existing methods are computational flawed. Mean-
while, these methods are largely influenced by the use of
simple graphs for modeling word interactions, which could
limit text expressibility. (erefore, how to improve the
computational power of the model expression is an im-
portant task to be solved.

3.1.2. Subject-Based Syntax-Dependent Trees. (e subject-
based dependency trees suggested that dependencies with
direct connections to a certain subject could help the model
focus more attention on relevant opinion words and,
therefore, are more important than others. In addition, as
was shown in Figure 2, the dependency trees that contained
rich syntactic information were not usually rooted in the
subject. However, the subject was the key target rather than
the roots of the trees, while some relationships appeared
somewhat redundant.

Based on the above observations, a novel subject-ori-
ented dependent tree structure was adopted to reshape the
original dependent trees to be subject-dependent. Algo-
rithm 1 described the process, for the input statement, first,
the dependent tree parser was applied to obtain its

dependency trees; secondly, the subject was placed at the
root, considered as an entity. Finally, the node with a direct
connection to the subject was set to subnode, for which the
original node dependency was retained.

(ere are many dependencies in sentences, such as:
juxtaposition, dependencies, preposition modification,
noun combination forms, correlations, and so on. (e ex-
istence of these relationships may increase distance and
computation. In order to shorten the distance between
words and increase the calculation rate, we entered a
character in the coordination(CC), which was unable to
determine a more precise dependency between two
words(DEP), determiner(DET), noun clause adjunct(ACL),
nominal modifier(NMOD), etc. relationships remained
stable after putting two characters in the dictionary. (e
distance was still equal after removing the edge in the de-
pendency. Figure 2 shows the motif-oriented dependent
trees constructed from the ordinary dependency trees. (is
subject-oriented structure has at least two advantages. First,
each aspect has its own dependency trees and is less affected
by joint-free points and relationships. Second, a motif
contains a distance greater than 2, setting n�∞ if the
distance is greater than 4. (is paper uses the natural lan-
guage processing tool Stanford core NLP to construct the
syntactic dependency tree of the rumor text. (e common
dependencies of this tool are shown in Table 1.

(e dependency tree was defined as G� (V, E), where
V � v1, ..., vn􏼈 􏼉 represented the set of nodes in the graph,
where each node represented a word in the sentence, E� {e1,
. . ., em} represented the dependency, and the neighborhood
information of the node ei, vi can be represented by Ni.

Charliehebdo attack

root

nsubj aux nn
dep

amod prep pobj prep pobj

advmod

dep

Charlie
hebdo attack

ro
ot depPobj2:con

3:con
4:con

Reshape and prune
We monitoring police opeartion going on right now in

in

are 

We monitoring police opeartion going on right noware 

Figure 2: Schematic diagram of common dependency tree and modified and deleted topic dependency tree.

Table 1: Dependence.

Label Relationship type
Advmod Adverbial modifier
Aux Auxiliary
Conj Conjunct
det Determiner
Nsubj Nominal subject
Prep Prepositional modifier
Amod Adjectival modifier
cc Coordination
dep Dependent
Nn Noun compound modifier
Pobj Object of a preposition
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(e topology of the syntax-dependent tree G was rep-
resented by the matrix A ∈Rn×m, as defined in the following
equation :

Aij �
1 if vi ∈ ej

0 if vi ∉ ej

.
⎧⎨

⎩ (2)

Each node in the syntax-dependent trees had a d-di-
mensional attribute vector. (us, all node properties could
be expressed as X � [x1x2 . . . . . . xn]T, and we could further
useG� (A, X) to represent the entire syntax-dependent trees.
For syntax-dependent trees, nodes represented words in a
document, and the node attribute could be a thermal vector
or pretrained word embeddings (e. g., word2vec, GloVe).

Syntax-dependent trees, that described grammatical
relations among words, had been shown for its effectiveness
in text representation learning. To exploit the syntax in-
formation for each word, a syntax dependency tree was first
constructed for each text in the corpus. Inspired by the
success of the hierarchical attention network, each syntactic
information was viewed as an edge that could connect all the
words in the sentence.

3.1.3. Graph Attention Network(GAT). Graph neural net-
works aggregate representations of neighborhood nodes along
the dependent path. However, this process failed to account

for the dependencies, which may result in some important
dependency information. Intuitively, there should be different
effects for neighborhood nodes with different dependencies.
(is model used additional relational headers to extend the
original GAT, which served as relational-level gates to control
the flow of information from the neighborhood nodes. Fig-
ure 3 shows the overall architecture of the proposed method.
So as to support the representation learning of the constructed
dependent trees, this paper used the GATmodel to aggregate
the neighborhood node representation by using two different
aggregation functions, iteratively updating each node repre-
sentation, such as equations (3) and (5).

f
l+1
node i � ‖

K
k�1 􏽘

jεNi

a
lk
ijW

l
kh

l
j, (3)

K
k�1 represented the concatenation of vectors from x1 to xk,
and Wl

k was a trainable weight matrix. (e aij represented
the attention coefficient of the nodej, use the same method as
literature [24] calculated as in the following formula:

aij � attention nodei, nodej􏼐 􏼑. (4)

(is model used edge attention to highlight the next
layer representation of the learning node nodei. (is pro-
cedure can be represented in the following form as:

h6
1-1h6

1-1h6
1-1 h4

1-1h4
1-1h1

1-1 h4
1-1h2

1-1 h3
1-1

Node 
attention

Edge
Attention

f2
1 f3

1f1
1

h1
1 h4

1 h6
1

Figure 3: (e overall architecture of Graph Attention Network information aggregation.
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h
l+1
edge i � ‖

M
m�1 􏽘

jεNi

B
lk
ijW

l
kf

l
j. (5)

Wl
k was a weight matrix. Blk

ij represented the attention
coefficient of the edge ej on the node vi, which can be
calculated by (6) and (7).

B
lm
ij �

exp a
T
v

lm
i􏼐 􏼑

􏽐
j 􏽒 Ni

a
T
v

lm
j􏼐 􏼑

, (6)

vj � Leak Relu w2f
l+1
j w1hlj􏽨 􏽩􏼐 􏼑. (7)

Among these, aT was a weight vector for computa-
tional dependencies, while || was a connection operation.
(is model could not only capture higher-order word
interactions, but also learn dependencies of dependent
trees.

3.2. Knowledge Embedded Module. (e knowledge embed-
ding module consisted of four modules, namely, knowledge
layer, embedding layer, seeing layer, and mask-self-atten-
tion. For the sentence input, the knowledge layer, first,
injected the relevant triples into the sentence from the KG,
and then, transformed the original sentence into knowl-
edgeable sentence trees. (e sentence tree was then input
into both embedding layer and seeing layer and then con-
verted to token-level embedding representations and visible
matrices. A visible matrix was used to determine the visible
region of each subject word, preventing changes in the
original meaning of the sentence due to excessive knowledge
edges injected. A simple example:“We are increasing our
force in reims latest on charliehebdo attack”. For reims,
triples “reims country France” were used and noise occurred
when injecting triples into the sentence, the effect of the
introduced sentences on the original sentence was reduced
through the seeing layer.

Lastly, input the embedding layer and seeing layer to
learn feature representation from self-attention, as shown
in Figure 4. Among them, at the knowledge layer, for
traditional knowledge graphs, such as SNOMED-CT,
HowNet, were not suitable for rumor detection, so that
triples of the grasped data from the DBpedia were injected
into the sentence. Given the input sentence
S � w0, w1, w2, . . . , wn􏼈 􏼉, and KG, the output sentence tree
t � w0, w1, . . . , wi (r0i , w0

i ), . . . , (rk
i , wk

i )􏼈 􏼉, . . . , wn􏼈 􏼉. From
input to output, it can be divided into two steps: knowledge
query and knowledge injection. In the knowledge query,
the motifs in the sentence were selected to query their
corresponding triples from the KG. (e knowledge in-
jection could be expressed as E �K-Query (S, K), where E �

{(w0
i , ri

0, w0
i ),. . ., (wk

i , ri
k, wk

i )} is the set of the corre-
sponding triples.

Next, K-Inject generated the sentence tree T by injecting
the triples into sentence by adding the triples in E to its
corresponding location. K-Inject could be represented as
T�K-Inject (S, E). Self-attention was adopted to prevent
K-Inject changes from taking advantage of the sentence
structure information in N. (e formula was as follows: (8),
(9), (10):

Q
i+1

, K
i+1

, V
i+1

� h
i
Wq, h

i
Wk, h

i
Wv, (8)

G
i+1

� softmax
Q

i+1
K

i+1
+ M

��
dk

􏽰􏼠 􏼡V, (9)

G
i+1

� G
i+1

V
i+1

. (10)

WhereWq,Wk and Wv are trainable model parameters. hi is
the hidden state of the i-th self-attention blocks. dk is the
scaling factor. N is the visible matrix calculated by the seeing
layer. if wk is invisible to wj, theMjk will mask the attention
score Gi+1, which means wk make no contribution to the
hidden state of wj.
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Figure 4: Schematic diagram of knowledge embedding layer, the upper left corner is embedding, and the lower right corner is the visible
matrix.
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3.3. Attention Module. (e Attention Module is an inter-
action between the knowledge-embedding module and the
subject-dependent tree module. (e graph-based repre-
sentations that guided the updates learned by self-attention
could also guide the graph-based representations learned by
the graph neural network.

Assuming the existence of three input matrices:
Q ∈ Rn × Dk, K ∈ Rm × Dk, V ∈ Rm × Dv, which, re-
spectively. represented query matrix, key matrix, and value
matrix. n and m are the length of two inputs; text repre-
sentations learned by self-attention guide the updates of
graph neural network. Text representations were converted
to key and value, namely, K and V, and graph representation
was converted to queries, namely, Q. (e calculation pro-
cedure was shown in the following formula:

Q′ � Attention(Q, K, V)

� softmax
QK

T

��
dk

􏽰􏼠 􏼡V.

(11)

(e updated graph representation was then spliced with
the original graph representation, and finally, converted to
the original dimension via the full connection layer without
the activation function. (e calculation procedure of Q is
shown in the following formula formula.

Q � Linear Q′, Q􏼂 􏼃( 􏼁. (12)

(e graph representationQwas averagely pooled to obtain
the final graph representation Q′. (e update of text repre-
sentations learned by graph-based representation via graph
neural networks was similar to the update flow of text rep-
resentations. Graph representations were transformed to key
and value, text representations were transformed to query, and
text features were updated to H′ via an attention mechanism.

Finally, the attention weights of the modes after each
update were calculated through a two-layer feedforward
neural network, and both the updated graph representation

and the text representation were fused by the attention
weights, with the calculation process shown in the following
formula.

attention � softmax w2tanh w1 Q′, H′􏼂 􏼃 + b1( 􏼁 + b2( 􏼁,

F � Rule Linear attention Q′, H′􏼂 􏼃( 􏼁( 􏼁.
(13)

4. Simulation Experiment

4.1. Dataset. (is experiment used the standard Twitter
dataset publicly available proposed by Ma et al. (e Twitter
dataset, presented in 2016, was quickly recognized by aca-
demics and researchers, are now widely used for text clas-
sification tasks, is a classic dataset on text classification
issues. (e model used the Twitter ID of the Twitter dataset,
texts, and entities, where the specific data information was
shown in Table 1. (e original dataset is divided into two
mutually exclusive datasets, namely, training set and testing
set by calling the function, the training set and the test set
account for three and seven parts of the dataset, respectively,
with 4061 events as the training set, 1741 events as testing set
to test the model in this paper. As shown in Table 2.

Knowledge graphs in many fields have been constructed,
such as SNOMED-CT in the medical field and HowNet in
the Chinese concept, the knowledge graph used in this paper
is based on Wikipedia. Since Wikidata has more than 24.7
million knowledge entities, the search is very time-con-
suming, so we manually search out the entities used in the
dataset to establish the knowledge graph.

4.2. Parameters and Environment. A Biaffine Parser was
used for the dependency solution, and the dimension of the
dependency embedding was set to 300. (e batch was set at
32, and the number of training rounds was 30. (is model
was trained on the GPU of python3.6, pytorch1.2.0; specific
superparameters are shown in the following Table 3:

Input: aspect a � |wa
i , wa

i+1, ...wa
k􏼈 􏼉, sentence � ws

1, ws
2, ...ws

n􏼈 􏼉 dependency tree T, and dependency relations r.
Output: subject dependency tree T1̂. 1:

(1) Construct the root R for T1̂;
(2) for x to k do
(3) for y� 1 to n do
(4) if bs

y⟶ ba
x then,

(5) bs
y⟶ R

(6) else if bs
y←ba

x then,
(7) bs

y←R

(8) else
(9) bs

y � change word((bs
y))

(10) n� distance(x,y)
(11) bs

y ⟶ n: conR

(12) end if
(13) end for
(14) end for
(15) return T1̂

ALGORITHM 1: subject Dependency Tree.
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4.3. An Introduction of the Comparison Model. Some
mainstream models of rumor detection were used for
comparison, including:

Circulating Neural Network (CNN): Considering the
comment information re-transmitted and the timing
characteristics of messages in the propagation process,
the long-term context information was modeled on the
timeline to realize the time-series-based representation
of events.
Long and Short-TermMemory (LSTM): LSTM can learn
long-distance dependencies through gate structure and
memory units to capture text features from local
continuous word sequences.
Gated Recurrent Unit (GRU): (e GRU improved the
LSTM to integrate forgetting date and the input gate as a
single update gate. It also mixed cell and hidden states,
thus increasing the speed of the model processing data.
Transformer [25]: (e transformer used an attention
mechanism to model the dependence of the input-
output sequences without consideration of their dis-
tance in the sequence.

BERT [26]: A language model that trained text bidi-
rectional by using the encoder part of self-attention
could capture longer-distance dependencies more
efficiently.
Bi-GCN [27]: (e GCN was based on the rumor de-
tection model to model the text by using the two-way
propagation structure.

5. Experimental Analysis and the
Results Analysis

5.1. Training Loss and Accuracy. During the training of the
model, we set up 30 rounds of training, and the indicators
obtained by the model became stabilized as the number of
training rounds increased. A schematic diagram of the
evaluation index accuracy changes was shown in Figure 5.
Schematic diagram of evaluation index loss change was
shown in Figure 6. In the first four rounds, the accuracy
value obtained by the model was relatively low; the rumor
detection effect of this model was poor, and in the fifth
round, the accuracy value of the model increased rapidly. As
the number of training rounds increased, the results of the
model on the three metrics, finally, floated around the
optimal value.

Table 2: Data information of Twitter.

Statistics Twitter
User# 49,345
Posts# 103,212
Events# 5,802
Rumors# 1,972
Nonrumors 3,830
Avg.hours per event 33.4
Avg.# of posts per event 17
Max # of posts per event 346
Min # of post per event 1
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Figure 5: Schematic diagram of evaluation index accuracy changes.
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Figure 6: Schematic diagram of evaluation index loss changes.

Table 3: Hyperparametric table.

Hyperparametric Numerical value
num_heads 6
Dropout 0.2
learning_rate 5e− 5
Epsilon for adam optimizer 1e− 8
num_train_epochs 30
hidden_size 200
batch_size 32
embedding_dim 300
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In conclusion, the number of rounds trained had an
important impact on the experimental results. As the
number of training rounds increased, the accuracy of this
model in rumor detection continuously improved and
stabilized after a certain number of rounds. (e model
presented in this paper showed good detection effects after
its stability.

5.2. ComparisonModels. (e overall performance of all the
models was listed in Table 4, from the observation of
Table 4, it can be concluded that the accuracy and F1 value
of the traditional machine learning baseline model are
relatively low, because the traditional machine learning
manual feature extraction is cumbersome, so in the di-
rection of rumor detection, deep learning is more effective
than traditional machine learning. (e deep learning
models CNN, RNN, LSTM, and GRU in the table all belong
to the simple recurrent neural network model, with ac-
curacy and F1 above 60%. In terms of constructing and
mining rumor features, the simple recurrent neural net-
work model does not consider the characteristics of im-
portant spatial levels among objects. (e performance of
the method of modeling rumors based on graph and tree
structure is better than that of the method of baseline time
series. (e effect of graph neural network model in iden-
tifying rumors should reach more than 80%, but the
correlation between Bi-GCN and computing vertices is
weak. (e GAT model can fully consider the correlation
between vertices and pay attention to the relationship
between words. From which some observations could be
noted. First, the GAT model outperformed most bench-
mark models. Second, in a subject-based dependent tree
structure, GAT performance was significantly improved
when combined with text word embedding representa-
tions. It also outperformed most of the baseline models,
demonstrating that our GAT encodes the grammatical
information better. After self-attention +GAT, this pow-
erful model had further improved and achieved better

detection results. (ese results demonstrated the effec-
tiveness of our self-attention +GAT in terms of the syn-
tactic structure of rumor detection.

5.3. Case Study and Attention Distribution Exploration.
In order to observe the effect of attention on the model, a
nonrumor and rumor were selected for the study. As
shown in Figure 7(a), our method predicted that the post
you can not kill free speech Charlie Hebdo was positive. In
order to find out the reason, we studied the attention
matrix and found that the model paid more attention to
negative words and verbs, the common dependency tree
was reconstructed to make it dependent on Charlie
Hebdo. According to the dependency tree, not and kill
form a dependency relationship, kill and free speech form
a dependency relationship, and finally, free kill and
Charlie Hebdo form a dependency relationship. Finally, it
was identified as nonrumor. As shown in Figure 7(b), our
method predicted that the post “live Islam take 20 hos-
tages in Sydney College” was a rumor. In order to find out
the reason, we studied its attention matrix. (is model
paid more attention to verbs and the words around them.
Islam and in form a prep relationship, and in and Sydney
College form a pobj, which was finally determined as a
rumor.

5.4. Effects of the Different Parsers. Dependent analysis
played a crucial role in this model. To assess the impact of the
different parsers, we conducted a study based on GAT
models by using two well-known dependency parsers.

After using the comparison, the better the Biaffine parser
was, the higher the classification accuracy would be, as
shown in Table 5. Furthermore, it further implied that our
approach had the potential to be further improved with
analytic techniques while existing parsers could correctly
capture syntactic structure information.
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Figure 7: Case Study: a testing example demonstrates that the information of dependency tree contributes to the classification performance;
our model generated a proper attention distribution with the assistance of dependency tree. Darker cell color indicates higher attention
value.(a) (e attention matrix of nonrumor by our method. (b) (e attention matrix of rumor by our method.
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5.5. Knowledge Graph & Comparative Analysis of the
Remodeling-Dependent Trees. In this paper, two methods of
a graph neural network-based rumor detection model were
testified through subject enhancement. KG represented the
application of the common dependency trees. Reshape
represented the application of text unprocessed. (e ex-
perimental results are shown in Figure 6. Rumor detection
results were testified by using text and ordinary dependent
tree methods, respectively, by comparison of four evaluation
measures, accuracy, F1, precision, and recall. (e effect of
rumor detection by using the remodeling dependent trees
was 0.004, 0.04, 0.01, 0.009, and 0.012 higher than those
under the common dependency trees, respectively. It proved
that the remodeling structure of the dependent trees had
improved the accuracy of the model, as shown in Figure 8.

5.6. Ablation Experiments. As was shown in Table 6, we
investigated and reported five typical ablation conditions.
“-Mask” indicated that we had removed the mask mecha-
nism of self-attention,” Reshape “indicated that we had only
used a common syntactic dependent tree by removing the
sentence reconstruction trees. “-BiAffine” represented that
we had removed the BiAffine process and used the output of
the BiLSTM structure. So we could conclude that the
BiAffine process was critical for our model. “-KG” means the
removal of knowledge embedding without processing the
text. “-attention” represented the representation of the re-
moved middle graph and the interaction module of text
representation.

5.7. Early Rumor Detection. In order to take precautions to
prevent the spread in time, it is important to expose them in
the early stages of spread. In the early detection task, we
compared different detectionmethods to assess performance
with the accuracy obtained for Twitter datasets being sent
from posts and testing posts scanned incrementally.

Figure 9 shows the comparison of the method of this
model with the GCN, RNN, and SVM models. It could be
observed that a phenomenon that the early performance of

Table 4: Comparison of detection accuracy on Twitter.

Twitter
Method accuracy Rumors Nonrumors

Precision F1 Precision F1
Baseline 0.548 0.581 0.558 0.577 0.548
CNN 0.653 0.655 0.643 0.663 0.653
LSTM 0.796 0.706 0.723 0.724 0.697
RNN 0.785 0.712 0.692 0.701 0.679
GRU 0.736 0.729 0.734 0.745 0.729
BERT 0.752 0.792 0.819 0.782 0.733
Bi-GCN 0.880 0.924 0.930 0.853 0.847
Ours 0.885 0.937 0.942 0.856 0.852
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Figure 8: Schematic diagram of comparative analysis of knowledge
graph and reshaped dependency tree.

Table 5: GAT results based on two different parsers, unlabeled
attachment score, and labeled attachment score are indicators for
evaluating parsers. (e higher the score, the better the
performance.

Parser Performance Dataset twitter
UAS LAS

Stanford 94.10 91.49 0.885
Biaffine 95.74 94.08 0.853
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Figure 9: Early detection accuracy of rumors, accuracy obtained
from Twitter datasets sent by posts and test posts scanned
incrementally.

Table 6: accuracy and F1 obtained after adding five typical ablation
conditions.

Ablation
Twitter

Accuracy (%) F1 (%)
Transformer +GAT 88.5 85.7
(i) Mask 88.3 85.4
(ii) Reshape 87.8 84.9
(iii) BiAffine 87.1 84.3
(iv) KG 88.2 84.1
(v) Attention 88.1 85.2
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all methods fluctuated more or less. (is was because as the
postspread, there was more semantic and structural infor-
mation. Meanwhile, the amount of noise information in-
creased correspondingly. (e method of this model could
achieve better results in the Twitter dataset after its publi-
cation 4 hours later, indicating the superior performance of
this model in the early detection of rumors.

6. Conclusions

(is paper presented a graph-based neural network model
under topic enhancement. First, the topic of news text was
injected into the knowledge graph for topic enhancement,
which could modify the effect of the mask mechanism to
achieve noise reduction. Second, reshaping of the dependent
trees enabled it to be subject-dependent. We only retained
edges that had a direct dependence on the motif by pruning
the trees. Finally, this paper integrated the text represen-
tations learned by self-attention with the graph-based rep-
resentations learned by the graph attention network.

Dependency graphs can guide and facilitate text rep-
resentation learning. (e final text representations derived
by self-attention could be used for perceptual classification
together with the motif-based dependency plots. (e Twitter
dataset was extensively evaluated, the accuracy of this model
had outperformed many previous mature models, and on
various other metrics, the present model also outperformed
the benchmark model, and the experimental results showed
that our model outperformed the baseline method. It is a
promising direction to apply graph neural networks to
rumor detection in the following research [28–37].
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