
Hindawi Publishing Corporation
Journal of Applied Mathematics
Volume 2013, Article ID 953548, 10 pages
http://dx.doi.org/10.1155/2013/953548

Research Article
Sensitivity Analysis of Wavelet Neural Network Model for
Short-Term Traffic Volume Prediction

Jinxing Shen and Wenquan Li

Transportation College, Southeast University, Nanjing, Jiangsu 210096, China

Correspondence should be addressed to Jinxing Shen; shenjx03@163.com

Received 23 August 2013; Revised 12 December 2013; Accepted 13 December 2013

Academic Editor: Han H. Choi

Copyright © 2013 J. Shen and W. Li. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

In order to achieve a more accurate and robust traffic volume prediction model, the sensitivity of wavelet neural network model
(WNNM) is analyzed in this study. Based on real loop detector data which is provided by traffic police detachment of Maanshan,
WNNM is discussed with different numbers of input neurons, different number of hidden neurons, and traffic volume for different
time intervals. The test results show that the performance of WNNM depends heavily on network parameters and time interval of
traffic volume. In addition, the WNNM with 4 input neurons and 6 hidden neurons is the optimal predictor with more accuracy,
stability, and adaptability. At the same time, amuch better prediction record will be achieved with the time interval of traffic volume
are 15 minutes. In addition, the optimized WNNM is compared with the widely used back-propagation neural network (BPNN).
The comparison results indicated that WNNM produce much lower values of MAE, MAPE, and VAPE than BPNN, which proves
that WNNM performs better on short-term traffic volume prediction.

1. Introduction

The main purpose of short-term traffic volume prediction is
to determine the traffic volume in the next short period of
time [1].There are a wide variety of needs for short-term traf-
fic volume prediction depending on particular applications
[2]. In fact, an accurate and robust short-term traffic volume
prediction model is essential for developing proactive traffic
control strategies to reduce congestion, delay, accident risks,
and fuel consumption. In particular, the results of the short-
term traffic volume prediction are fundamental to the per-
formance of many components in intelligent transportation
systems [3].

In the past decades, there has been a great deal of work
that focused on the subject of short-term traffic volume
prediction. The most commonly used methodologies in
previous work contained the Kalaman filter theory [4, 5],
Time series [6–9], nonparametric methods [10, 11], and so
forth. Previous studies have reported that the above models
accurately predicted the short-term traffic volume when the
traffic volume was relatively constant. However, when short-
term traffic volumefluctuateswidely following the shortening
of time intervals, the above methods do not perform well in
predicting traffic volume variations.

Then researchers proposed several nonlinear prediction
approaches, such as the neural networks, to capture the
nondeterministic and complex nonlinearity of time series in
traffic volume data. Among them, the multilayer perception
(MLP) network was the most commonly used nonlinear pre-
diction approaches to deal with the short-term traffic volume
data [12]. An MLP network consists of three types of layers
which are the input, the hidden, and the output. It is normally
trained with the back-propagation algorithm, which is based
onminimizing the sumof squared errors between the desired
and actual outputs (the method could be called “BPNN”)
[13]. BPNN model is superior to the linear statistical modal,
such as ARIMA modal, because the former one is more
sensitive to the dynamics of traffic volume than the latter
and does not experience the overprediction characteristics of
the linear statistical modal [14]. However, as mentioned by
Adeli andHung [15] andKarlaftis andE.Vlahogianni [16], the
MLP model has its inherent shortcomings such as lack of an
efficient constructive model, slow convergence rate resulting
in excessive computation time, and entrapment in a local
minimum.

In recent years, to overcome the drawbacks associated
with the MLP network, the wavelet neural network model
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(WNNM) has been increasingly used for the short-term
traffic volume modeling and prediction. The advantage of
WNNM is that it combines the strengths of discrete wavelet
transform and neural network processing to achieve strong
nonlinear approximation ability. As discussed by Chen [17],
WNNM yields much better results than BPNN, and it can
enhance prediction accuracy, and thus, WNNM has shown
potential superiority in short-term traffic volume prediction.
Xie and Zhang [18] have investigated the performance of
WNNM, BPNNmodel, and radial basis function neural net-
work (RBFNN) for predicting the short-term traffic volume.
Previous studies have generally reported that the WNNM
model can achieve higher prediction accuracy for short-
term traffic volume than the other models. The WNNM
model was considered a good predictor with reasonable
accuracy, stability and adaptability. Thus, the WNNMmodel
was considered in this study for the analysis of short-term
traffic volume prediction.

One of the most important features in theWNNMmodel
is that the performance of WNNM relies heavily on the
inherent network design parameters, such as the number of
input neurons and the number of hidden neurons. The opti-
mizations of WNNM significantly improves the predictive
accuracy and reduce the training time [19]. The parameter
combinations in the neural network are extremely large [20].
Then many researchers [21, 22] used genetic algorithm (GA)
for optimizing the parameters in the neural network. How-
ever, although the GA can obtain the optimal parameters,
the whole operation and decision processes are unknown. In
other words, the GA does not provide information about the
relationship between the prediction results and the changes
of model parameters. In our study, we would like to figure
out how different parameters in the WNNM model affect
the predictions for short-term traffic volume rather than to
obtain the optimal model. Thus, the GA was considered to
be inappropriate for our study purposes and would not be
analyzed.

Additionally, the time interval should be carefully
selected in the prediction of traffic volume. The determi-
nation of time intervals could play a significant role for
the prediction performance [23]. In practical engineering,
the time interval for prediction should not be too short
because the data may contain lots of random fluctuations
and white noises that affect the prediction. Besides, the short
time interval may not be directly useful for field traffic
management [24]. The reasonable selected time interval will
save space for data storage and improve the prediction
accuracy [25]. However, the selected time interval should not
be too long since we need to capture the changing trend in
short-term traffic volume [26]. Previously, the time interval
considered for short-term traffic volume prediction varied
from 5mins to 20mins. In our study, we evaluated several
different time intervals to determine the optimal value for
traffic volume prediction in our dataset.

From the analysis above, it becomes clear that there is a
requirement, both a practical and a theoretical one, to study
how the uncertainty in the prediction results of WNNM can
be apportioned to different sources of uncertainty in inputs.
As such, the sensitivity of WNNM is analyzed in this study.
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Figure 1: Structure of a wavelet neural network.

The optimal model parameters are selected by studying the
uncertain factors that are often associatedwith different num-
ber of input neurons, different number of hidden neurons and
different time interval of dataset in models. To achieve this,
the remainder of the paper is organized as follows. Section 2
is a brief introduction of themethods for predicting the short-
term traffic volume. Data collection process and approaches
to sensitivity analysis used in this study are described in
Section 3. In Section 4, sensitivity analysis ofWNNMand the
comparison between WNNM and BPNN are implemented.
At last, Section 5 summarizes the concluding comments of
the study.

2. Methods

2.1. Wavelet Neural NetworkModel. Wavelet neural networks
integrate the theory of wavelets with neural networks. One
application of wavelet neural networks is that of function
estimation. Given a series of observed values of a function
a wavelet network can be trained to learn the composition
of that function, and hence calculate an expected value for a
given input [27]. The structure of a wavelet neural network is
extremely similar to that of a (1 + 1/2) layer neural network
(see Figure 1).

Figure 1 shows a feed-forward neural network, taking in-
put layer, with hidden layer andwhose output layer consists of
one ormore linear combiners or summers.Thehidden layer is
made of neurons, whose activation functions are drawn from
a wavelet basis. It is defined as

𝜓 (𝑗) = 𝜓𝑗
[

[

∑
𝑘
𝑖=1 𝜔𝑖𝑗𝑥𝑖 − 𝑏𝑗

𝑎𝑗

]

]

, 𝑗 = 1, 2, . . . , 𝑙, (1)

where 𝑥𝑖 (𝑖 = 1, 2, 3, . . . , 𝑘) is the input data, 𝑎 is the scale or
dilation factor that determines the characteristic frequency
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so that its variation gives rise to a “spectrum” and 𝑏 stands
for the translation in time so that its variation represents
the “sliding” of the wavelet over 𝜓(𝑗). 𝜓(𝑗) is the weight
connecting hidden layer and output layer 𝑦𝑗 (𝑗 = 1, 2, . . . , 𝑙);
𝜔𝑖𝑗 is the Morlet wavelet function. It is the value which can
calculate thewavelet coefficients on discrete dyadic scales and
positions in time:

𝜔𝑖𝑗 = cos (1.75𝑥𝑖) 𝑒
−𝑥𝑖
2/2
. (2)

The prediction could be explained based on the input-
output datasets as follows:

𝑦 (𝑡) = 𝑓 (𝑦𝑡−1) + 𝑔 (𝑒𝑡) + 𝜀𝑡, (3)

where 𝑒𝑡 and 𝑦𝑡−1 represent the current flow status and
feedback traffic flow input vector at time 𝑡, 𝑓(⋅) and 𝑔(⋅) are
scalar nonlinear mapping functions, and 𝜀𝑡 is error between
the actual and predicted values of the future traffic flow
output 𝑦(𝑡).
𝑒𝑡 is calculated by function

𝑒𝑡 =

𝑚

∑
𝑘=1

𝑦𝑛(𝑘)𝑡 − 𝑦(𝑘)𝑡, (4)

where, 𝑦𝑛(𝑘)𝑡 is forecast data and 𝑦(𝑘)𝑡 stands for actual data.
During the calculation process,
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(5)

where, Δ𝜔(𝑖+1)
𝑛,𝑘

, Δ𝑎(𝑖+1)
𝑘

, and Δ𝑏(𝑖+1)
𝑘

are calculated by feedback
of prediction error 𝑒
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(6)

Here, 𝜂 is the learning rate of variables updated in
iteration.

2.2. Performance Criteria. The performance of WNNM was
evaluated by using statistical indices mean absolute error
(MAE), mean absolute percentage error (MAPE), and vari-
ance of absolute percentage error (VAPE), and correlation
coefficient (𝑅) defined in (7). MAE and MAPE measure the
mean prediction accuracy and VAPE reflects the prediction

stability. 𝑅measures the linear correlation between observed
and modeled values: its optimal value is 1.0

MAE =
∑
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𝑐
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(7)

where 𝑁 is the number of observations, 𝑦0𝑡 and 𝑦
𝑐
𝑡 are the

observed and calculated values at time 𝑡, respectively, 𝑦0𝑡−1 is
the observed at time 𝑡 − 1, and 𝑦0 and 𝑦𝑐 are the means of the
observed and calculated values.

3. Data Collection and Test Design

3.1. Data Collection. All the data used in this paper is
provided by Traffic Police Detachment of Maanshan. These
data was collected by loop detectors which were installed on
the segment of Yushan Road from Huxi Road to Jiangdong
Road in Maanshan, China. The data set contains 24 hours
traffic volume data from May 1 to May 31 in 2012. Traffic
volume data gathered from Yushan Road were recorded
within the interval of 5 minutes.

In the survey, as the trunk road in the city, Yushan
Road plays an important role in residents’ trips. The traffic
volumes are similar on each workday because of regular
trips. However, after analyzing the raw data of traffic volume,
it is found that traffic volume makes a sudden change on
workdays and weekends, respectively. In addition, traffic
volume varies obviously in response to special events, such
as incidents, accidents and even severe weathers. Therefore,
considering their disturbance, the data series collected during
accidents and bad weathers will be excluded as well.

However, for a nonman-made cause, there is some data
lost on May 9, 22, and 30. The lost data has been made up by
themean values of the traffic volume at the same loopdetector
during the other two adjacent time intervals on those three
days.

Above all, those yielded a data set for 12 days containing
3456 5-minute traffic volume observations to be used, see in
Figure 2.

From Figure 2, although the data of traffic volume in one
certain period is different, all the pictures show the same
varying trends.

3.2. Approaches to Sensitivity Analysis. This paper pays atten-
tion to how to obtain the optimal model parameters of
WNNM for improving the accuracy and stability of short-
term traffic volume prediction. In order to solve the problem,
we have to evaluate the output results ofWNNM for different
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Figure 2: Traffic volume data for 5-minute intervals fromMay, 2012.

numbers of input neurons, different numbers of hidden neu-
rons and traffic volume data set with different time intervals.
Due to a variety of possible parameter combination, one of
the simplest and common approaches is that of changing one-
factor at a time, to see what effect it makes on the output [28].

Here, we assume that, 𝑇𝑝 is the short-term traffic volume
predicted by WNNM, 𝑇𝑟 is the real traffic volume, 𝑁𝑖 is
the number of input neurons, 𝑁ℎ is the number of hidden
neurons, 𝐼𝑡 is the time intervals of traffic volume, and the
equation can be achieved as follow:

𝑇𝑝 = 𝐹 (𝑁𝑖, 𝑁ℎ, 𝐼𝑡) . (8)

The relationship between 𝑇𝑝 and 𝑇𝑟 can be illustrated as
follow:

𝑇𝑟 = 𝑇𝑝 + Δ𝐷 = 𝐹 (𝑁𝑖, 𝑁ℎ, 𝐼𝑡) + Δ𝐷. (9)

Δ𝐷 represents the error between 𝑇𝑝 and 𝑇𝑟. The error
cannot be simply judged by any individual evaluation index.
Hence, the values of MAE, MAPE, VAPE, and 𝑅 are selected
to assess how different parameters exert influence on predic-
tion results. Finally, the steps of sensitivity analysis ofWNNM
can be described as follows.

At first, the number of input neurons,𝑁𝑖, is changed;𝑁ℎ
is generated at random and remains the same in the analysis
procedure; 𝐼𝑡 also remains the same in the analysis procedure.
𝑁∗𝑖 can be inferred to be the optimal number of input neurons
after comparative analysis of different prediction results.

Then, the number of hidden neurons,𝑁ℎ, is changed; the
number of input neurons is confirmed as𝑁∗𝑖 ; 𝐼𝑡 remains the
same in the analysis procedure. The optimal hidden neurons
𝑁
∗
ℎ will be obtained after repeating the computing process

mentioned above.



Journal of Applied Mathematics 5

Table 1: Comparison of performance among WNNMs with differ-
ent number of input neurons.

No. MAE MAPE VAPE 𝑅

1 7.1290 0.4338 0.8429 0.9041
2 6.7433 0.3549 0.4619 0.9064
3 6.5247 0.3482 0.2019 0.8997
4 6.3971 0.3169 0.1243 0.9232
5 6.8846 0.3666 0.1367 0.9098
6 7.1392 0.2949 0.1372 0.9033
7 7.1958 0.3864 0.1484 0.9175
8 7.2153 0.3561 0.1727 0.9081
Average 6.9036 0.3572 0.2783 0.9090

At last, the time interval of traffic volume, 𝐼𝑡, is changed;
the number of input neurons is confirmed as𝑁∗𝑖 ; the number
of optimal hidden neurons is 𝑁∗ℎ . The best time interval of
short-term traffic volume can be obtained after discussing the
prediction influence of short-term traffic volume inWNNM.

This appears a logical approach that if the single param-
eter changes, the prediction results will make difference
accordingly. Furthermore, by changing one parameter at a
time, one can keep all other parameters fixed. This increases
the comparability of the results and minimizes the changes
of computer programmer crashes, more likely when several
parameters are changed simultaneously.

4. Implementation and Findings

4.1. Sensitivity Analysis of Variable Input Neurons. For the
purpose of evaluating how the changing of the number of
input neurons influences the prediction accuracy ofWNNM,
the numbers of input neurons are set from 1 to 8. When it
was set as 1, traffic volume on May 23 and 24 was selected as
the training set: data on May 23 was selected as input data
and data on May 24 was selected as output data. In addition,
traffic volume on May 30 and 31 was selected as testing set:
data on May 30 was selected as input data and data on May
31 was selected as output data. In the same way, when the
number of input neurons was set as 8, the data fromMay 8 to
24 was selected as the training set: data fromMay 8 to 23 was
regarded as the input and the data onMay 24 was the output.
The data from May 15 to 31 was set as testing set: data from
May 15 to 30 was regarded as the input data and the data on
May 31 was selected as output data. The other parameters in
WNNM were determined as follows: the number of hidden
neurons was generated at random from 1 to 10 and stayed
constant during the training. The learning rate was set to 0.1,
momentum rate was fixed at 0.05, and the number of epochs
to train through was set to 1000. The criterion values were
shown in Table 1.

In Table 1, it is obvious that when the number of input
neurons is set as 4, the minimum value of MAE and VAPE
can be obtained as 6.3971 and 0.1243, respectively. When the
number of input neurons was set as 6, the minimum value of
MAPE can be got as 0.2949. As for the relevance indicators,
when the number of input neurons was set as 4, the value of

𝑅 can be obtained as 0.9232 which means that the prediction
value and test value of short-term traffic volume have high
correlations.

From Figure 3, it is obvious that the optimal number
of input neurons is 4. The WNNM with 4 input neurons
produces the lowest values of MAE compared to models; it is
about 7.92% lower than the average. AlthoughWNNMwith 6
input neurons produces the lowest value of VAPE compared
to the other models. The WNNM with 4 input neurons has
better correlation among observed and modeled values than
WNNMwith 6 input neurons. The linear correlation value 𝑅
of WNNM with 4 input neurons is about 2.20% higher than
WNNM with 6 input neurons.

4.2. Sensitivity Analysis of Variable Hidden Neurons. In this
experiment, the numbers of hidden neurons varied from 1 to
11, during the training of WNNM, and the input neutron was
set as 4. Therefore, traffic volume from May 16 and 24 was
selected as the training set: the data from May 16 to 23 was
input data and the data on May 24 was output data. And the
data from May 23 to 31 was selected as testing set: the data
fromMay 23 to 30 was the input data and the data on May 31
was the output data.

In addition, the other parameters in WNNM were deter-
mined as follows: the learning rate was set to 0.1, momentum
rate was fixed at 0.05, and the number of epochs to train
through was set to 1000.The criterion values ofMAE,MAPE,
VAPE, and𝑅 for theWNNMprediction result were shown in
Table 2.

From Table 2, the test results of the prediction of short-
term traffic volume show that when the number of hidden
neurons is 6, the lower values of MAE, MAPE and VAPE
can be calculated as 6.3971, 0.3169, and 0.1243, respectively.
However, the test results of correlation coefficient indicate the
highest correlation coefficient 𝑅 can be obtained as 0.9254
when the hidden neurons is set as 9.

From Figure 4, Number 6 is apparently the optimal
number of hidden neurons. The WNNM with 6 hidden
neurons produces the lowest values of MAE, VAPE and
MAPE compared to models. The value of MAE in WNNM
with 6 hidden neurons is about 5.14% lower than the average
value of MAE.The value of MAPE in WNNMwith 6 hidden
neurons is about 17.92% lower than the average value of
MAPE. And the value of VAPE in WNNM with 6 hidden
neurons is about 5.14% lower than the average value of VAPE.
The linear correlation value 𝑅 of WNNM with 9 hidden
neurons is better than other models; it is only about 0.24%
higher than WNNM with 6 hidden neurons. Therefore, it is
apparent that WNNM with 6 hidden neurons has a similar
correlation with WNNM with 9 hidden neurons.

4.3. Sensitivity Analysis of Variable TrafficVolume for Different
Time Interval. Whether different time intervals of short-term
traffic volume exert influences on prediction accuracy of
WNNM deserves further discussion. So we prolonged the
time interval from 5 minutes to 10, 15, 20, and 30 minutes
to test. During the training of WNNM, the number of input
neurons was set to 4. And traffic volume fromMay 16 and 24
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Figure 3: Trends of performance criteria of WNNMs with different number of input neurons.

was selected as the training set, in which the data from May
16 to 23 was input data and the data on May 24 was output
data when training WNNM. And the data fromMay 23 to 31
was selected as testing set, in which the data from May 23 to
30 was the input data and the data onMay 31 was output data
when WNNMmade prediction test.

What is more, the number of hidden neurons was set
to 6; the initial weights were updated as soon as the output
error of one training pattern was calculated.The learning rate
was set to 0.1; the momentum rate was fixed at 0.05, and
the number of epochs to train through was set to 1000. The
criterion values ofMAE,MAPE,VAPE, and𝑅 for theWNNM
prediction result were shown in Table 3.

In Table 3, it is clear that when we set the time interval as
5 minutes, the lowest value of MAE can be got as 6.3971. And
the lowest value of MAPE and VAPE, 0.3021 and 0.0322, can
be obtainedwhen the time interval is prolonged to 15minutes.

Besides, the testing results indicate that the biggest
correlation coefficient 𝑅 will be calculated as 0.9407 if

Table 2: Comparison of performance among WNNMs with differ-
ent number of hidden neurons.

No. MAE MAPE VAPE 𝑅

1 7.1303 0.4264 0.1622 0.9064
2 7.1702 0.3894 0.1631 0.9165
3 6.9565 0.3781 0.1652 0.9194
4 6.8165 0.3589 0.1892 0.9198
5 6.6067 0.3307 0.1369 0.9218
6 6.3971 0.3169 0.1243 0.9232
7 6.4213 0.4019 0.2317 0.9197
8 6.5806 0.3689 0.2186 0.9195
9 6.4344 0.3424 0.1888 0.9254
10 6.6313 0.3896 0.2168 0.9204
11 6.8409 0.4074 0.2835 0.9107
Average 6.7260 0.3737 0.1891 0.9184
The bold data represents the best value among this list of numbers.
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Figure 4: Trends of performance criteria of WNNMs with different number of hidden neurons.

Table 3: Comparison of performance among WNNMs with differ-
ent time intervals.

Time interval MAE MAPE VAPE 𝑅

5 6.3971 0.3169 0.1243 0.8932
10 12.2555 0.3267 0.0599 0.9181
15 16.1526 0.3021 0.0332 0.9407
20 21.6791 0.3362 0.0608 0.9378
25 24.5288 0.3489 0.0536 0.9275
30 37.1403 0.3623 0.0734 0.9109
Average 19.6922 0.3322 0.0675 0.9214
The bold data represents the best value among this list of numbers.

the time interval is set as 15minutes, which proves the highest
correlation between the prediction of WNNM and 𝑅.

In Figure 5, we can easily find the optimal time interval
should be 15 minutes. Although the data is set within the
time interval of 5 minutes which can obtain the lowest value

of MAE, the values of MAPE, VAPE, and 𝑅 all indicate that
the result under the condition of the time interval of 15
minutes is superior to the others. Through the analysis, with
the increase of time interval, the value of input data set is
growing correspondingly. That is to say, in this situation, the
criteria value of MAE is likely unfit to evaluate the feasibility
of the different models.

4.4. Comparison between WNNM and BPNN. Previously,
many methods have been used for the prediction of short-
term traffic volume. Among them, the BPNN has been
widely accepted as a commonly used method that has good
performance for predicting traffic volume [14]. As a result,
BPNNwas selected to make comparisons with the optimized
WNNM on short-term traffic volume prediction.

For the purpose of comparison, the traffic volume from
May 16 to 24was selected as the training dataset for the BPNN
and WNNM: when training the two models, data from May
16 to 23 was considered as the input and data on May 24
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Figure 6: Traffic volume in test set and its prediction by WNNM
and BPNN.

was considered the output.The traffic volume data fromMay
23 to 31 was selected as the testing dataset: data from May
23 to 30 was the input and data on May 24 was the output.
The other parameters in this two models were determined
as follows: the number of hidden neurons was set to 6, the
learning rate was set to 0.1, the momentum rate was fixed at

0.05, and the number of epochs to train through was set to
1000. The predictions of traffic volume by the WNNM and
BPNN are shown in Figure 6.

The original traffic volume data was illustrated as the
black line in Figure 6, and the predictions of traffic volume
by the two models were also illustrated in the figure. It can be
found that the predictionsmade byWNNMachieved a better
fit to the original traffic volume data than BPNN, especially
when traffic volume exceeded 100 pcu.We also calculated the
values of MAE, MAPE, VAPE, and 𝑅 to make comparison
between the two models. The comparison results are given in
Table 4.

The comparison results are quite encouraging. As shown
in Table 4, the optimal WNNMmodel achieves lower values
of MAE, MAPE, and VAPE compared to BPNN. The value
of 𝑅 in the WNNM was bigger than BPNN. The optimal
WNNM model reduced the values of MAE, MAPE, and
VAPE by 16.85%, 23.47%, and 187.35%, respectively, but
increased the 𝑅 by 0.69%. The comparison results of the two
models suggest that the optimal WNNM model has higher
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Table 4: Comparison of performance betweenWNNM and BPNN.

Method MAE MAPE VAPE 𝑅

WNNM 16.1526 0.3021 0.0332 0.9407
BPNN 18.875 0.373 0.0954 0.9342
Rate of change 16.85% 23.47% 187.35% 0.69%

prediction accuracy than BPNN in the field of short-term
traffic volume prediction.

5. Conclusion

In order to achieve a more accurate and robust traffic flow
prediction model, the sensitivity of WNNM was discussed
in detail in this study. The models are studied with different
number of input neurons, different number of hidden neu-
rons, and data set with different time interval. The average
criteria values of MAE, MAPE, VAPE, and 𝑅 for each model
were calculated and provided in the last line of each table.The
test results show that the performance of WNNM depends
heavily on network design parameters and the time interval
data set. The test results show that the WNNM with 4 input
neurons and 6 hidden neurons is the best choice with more
accuracy, stability, and adaptability. In general, the optimal
time interval is believed to considered 15 minutes which can
help to get the most accurate prediction.

In this study, the data of short-term traffic volume for
sensitivity analysis of WNNM was provided by the traffic
police detachment of Maanshan. It should be cautioned that
the research conditions, especially the sample data only in
the one certain city rather on the data from other cities,
limit our further discussion of the sensitivity of WNNM. But
WNNM can be universally used in different situations, for
its superiority on forecasting short-term volume can be easily
found in the literature review.

In order to explore its superiority, the optimal WNNM
is compared with the widely used back-propagation neural
network (BPNN).The comparison results show thatWNNM
produces lower values of MAE, MAPE, and VAPE than
BPNN, suggesting that the optimalWNNM is a better model
for short-term traffic volume prediction. Actually, many
research areas such as the complexity temporal structure
of the predicted time series and training method have not
been fully explored. It is reasonable to anticipate that as the
research of WNNMmoves along, its better performance will
be achieved.
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