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This research identifies the factors influencing the reduction of autopsies in a hospital of Veracruz. The study is based on the
application of data mining techniques such as association rules and Bayesian networks in data sets obtained from opinions of
physicians.We analyzed, for the exploration and extraction of the knowledge, algorithms likeApriori, FPGrowth, PredictiveApriori,
Tertius, J48, NaiveBayes, MultilayerPerceptron, and BayesNet, all of them provided by the API of WEKA. To generate mining
models and present the new knowledge in natural language, we also developed a web application. The results presented in this
study are those obtained from the best-evaluated algorithms, which have been validated by specialists in the field of pathology.

1. Introduction

Autopsy [1] is a very important practice for medicine. It is the
only study that allows identifying the true cause of death of
the deceased, studying the evolution of diseases, determining
the effectiveness of traditional treatments, discovering new
diseases, and much more. However, in a hospital of Veracruz
State, this method is practically in disuse, which have moti-
vated the pathology department to investigate the probable
causes. Figure 1 shows how autopsy studies have declined in
the hospital. In the years 2012 and 2016, none of them were
performed. For this reason, in [2, 3], the Apriori algorithm
was applied to several data sets obtained by the application
of an instrument (survey) to doctors of the hospital, with
the aim of finding interesting association rules to identify

the main causes for the nonrealization of autopsies in the
hospital. In this paper, we present a more complete analysis
because we apply four association rule mining algorithms,
that is, Apriori, FPGrowth, PredictiveApriori, and Tertius, as
well as Bayesian network learning to the data sets in order to
identify the factorswhich influence the reduction of autopsies
in the hospital. Also, we evaluated different classification
algorithms such as J48, NaiveBayes, MultilayerPerceptron,
and Sequential Minimal Optimization (SMO) to determine
which is the best to be applied in the classification of open
questions of the survey.

The purpose of this study is providing a tool to the
department of pathology thatmakes the analysis of the above-
described situation easier and allows discarding or testing
hypotheses about the origin of the problem, so that physicians
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Figure 1: Behavior of autopsies in a hospital in Veracruz.

can base their solution proposals on intelligent, statistical,
and probabilistic methods. Therefore, we developed a web
application, which is capable of generating mining models,
interpreting them, and returning the results in a natural
language that pathologists can understand.

Prior to the development of the web application, we
reviewed several research-related papers, which are described
in Section 2. The proposals of solutions and results of these
studies demonstrate the usefulness of data mining (DM) to
solve problems such as the one presented, so we considered
relevant for its solution to identify the factors influencing the
reduction of autopsies, through the application of machine
learning algorithms for DM tasks.

As a social research technique, we used the survey, a tool
that allowed us to collect the opinion of physicians regarding
the importance, requesting, and realization of autopsies in
the hospital. For some years, autopsies have been subject
of interest of some researchers as is evidenced in [4]. This
demonstrates that the problem of the study is not trivial and
that it is also affecting areas beyond this Mexican hospital, so
it is necessary to do research like this one to help continuing
the use of this practice in order to maintain quality in
medicine.

The disuse of autopsies is an evident fact in many parts
of the world, as mentioned in [5]. The paper stated that at
health centers in Nigeria there are currently no autopsies and
that the most frightening thing is that nothing is done about
it. The author, in addition to exposing the real benefits of this
practice andmentioning possible reasons that have generated
this situation, cited a set of works that report data that make
the decrease of autopsies in other places like United Kingdom
(UK) evident, where currently autopsies are only performed
to 10% of the deceased. In addition, the study ruled out the
possibility that autopsy could be replaced by high technology
techniques because no one has so far managed to mitigate
errors in clinical diagnoses.

Another work that showed that autopsies are declining in
many countries of the world is [6]. The authors analyzed the
Cancer Registries of Zurich between 1980 and 2010 to see how
the number of autopsies in cancer patients has changed. The

investigation showed that the autopsy rate decreased from
60% to 7% in the analyzed period.

The rates of autopsies of different places at UK that were
presented in [7] are alarming. This research analyzed data
from autopsies conducted in 2013 and found that England has
an average autopsy rate of 0.51%, Scotland of 2.13%, Wales of
0.65%, and Northern Ireland of 0.46%. As can be seen, most
of the values are below 1%, which is why the authors proposed
to carry out investigations that analyze the impact of this for
patient safety, health, and medical education.

In [8], it was argued that the situation in which the
autopsy is going through is serious. It refers to the alarming
decline of the autopsy practice, explaining that in the fourth
part of the UK National Health Service autopsies are no
longer performed and that, among other areas, in Europe and
the United States the number of autopsies has also reduced
considerably. The main cause of this is that doctors are
not requesting them. Therefore, the authors intend to raise
awareness of the importance of this medical study in the area
of health, as well as among politicians and the general public,
all this with the goal of resuming autopsies like a routine
procedure.

The research [9] showed the results of a study conducted
at Punjab Medical College, Faisalabad, where a group of
medical students was surveyed during the 2011 and 2012
academic years. The survey recorded a group of emotional
reactions to this practice, but in general all the students
recommended its use. This work points out the importance
of emphasizing the maintenance of autopsies in medical
education, because without this learning resource, future
doctors will present problems when explaining procedures
they have never seen.

For a better explanation of the objective of study, the rest
of the article is structured as follows. Section 2 shows some of
theworks related to the objective of study of this research, that
is, data mining techniques applied to the medical field. The
method that was followed to obtain the results of this research
is described in Section 3. The association rules and Bayesian
networks obtained are presented in Section 4. Finally, the
conclusions are given in Section 5.
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2. Related Works

We can classify the related works into two groups according
to the type of DM techniques applied to solve problems in the
medical area. We first discuss the articles that are focused on
the use of classification techniques, or a combination between
several techniques, followed by the works done exclusively
under association rules.

2.1. Classification Techniques. With the motivation of sup-
porting the development of the health sector in smart cities,
several advances and trends of data mining in this area were
described in [10]. According to the authors, Neural Networks
and decision trees are the data mining techniques most used
in the predictive analysis.

In [11], support vector machines (SVMs) were used to
classify features associatedwith the effects ofHuman Immun-
odeficiency Virus (HIV) on the brain during three different
periods of the early clinical course: primary infection, 4–12
months postinfection (pi), and >12–24 months pi.

Moreover, the goal of [12] was to demonstrate the use
of artificial intelligence-based methods such as Bayesian
networks to open up opportunities for creation of new knowl-
edge in management of chronic conditions. The research
found links between asthma and renal failure, which demon-
strated the usefulness of this method to discern clinically
relevant and not always evident correlations.

Also, in [13] it was determined that the best predictor of
hypertriglyceridemia, based on traditional indicators derived
from anthropometric measurements, may differ according
to gender and age. To identify suitable predictors among
the group of measures, authors employed two widely used
machine learning algorithms to solve classification problems:
logistic regression and Näıve Bayes (NB) algorithm.

In order to achieve highly accurate, concise, and inter-
pretable classification rules that facilitate the diagnosis of
type 2 diabetes mellitus and medical decision-making, the
combined use of the Recursive-Rule eXtraction (Re-RX) and
J48graft algorithms was proposed in [14]. Also, using this
combination, a new extraction algorithm was developed,
which the authors recommended to be tested in other data
sets to validate its accuracy.

Different schemas for the identification of class labels for
a given data set were compared in [15], to show how the
proposal of an Improved Global Feature Selection Scheme
(IGFSS) is more efficient than the classic ones. Also, the
author described the use of algorithms commonly employed
for text classification asNB and SVM, in order to demonstrate
the effectiveness of his proposal.

With the goal of predicting the causes of deaths related
to the World Health Organization standard classification of
diseases, in [16] automatic learning techniques were applied
in forensic text reports. In turn, the authors performed
a comparison of feature extraction approaches, feature set
representation approaches, and text classifiers such as SVM,
Random Forest (RF), and NB for the classification of forensic
autopsy reports. The data set used was the result of 400
forensic autopsy reports from a hospital in Kuala Lumpur,
Malaysia, comprising eight of the most common causes of

death. The results of the decision models for SVM exceeded
those of RF and NB.

Also the results of [17] were interesting because authors
proposed a system of automatic classification (multiclass)
to predict the causes of death from decision models of
automatic classification of texts.The data analyzed were 2200
autopsy records for accidents at a Kuala Lumpur hospital.
The researchers evaluated SVM, NB, K-nearest neighbor
(KNN), decision tree (DT), and RF algorithms according to
precision, recall, F-measure, and ROC (Receiver Operating
Characteristic) area metrics, from the data mining tool
WEKA (Waikato Environment for Knowledge Analysis). RF
and J48 proved to be the best-evaluated decision models.

The development of efficient and robust schemes for
classifying text is of great importance to business intelligence
and other areas. For this reason, [18] performed an empirical
analysis on statistical methods for the extraction of keywords
using the ACM (Association for Computing Machinery) and
Reuters-21578 document collections. Authors also described
the predictive behavior of classification algorithms and joint
learning methods when using keywords to represent scien-
tific text documents, thus demonstrating that as the number
of keywords increases, the predictive performance of the
classifiers tends to increase too.

In many countries with poor medical care, most deaths
occur in households. Unlike hospital deaths, home deaths
do not have a standard to be validated as it is indicated
by [19], where it is explained that for this reason previous
studies have shown contradictory performance of automated
methods compared to physician-based classification of causes
of death (COD). Therefore, authors compared the NB, open-
source Tariff Method (OTM), and InterVA-4 (a model for
interpreting verbal autopsy data intoCOD) classifiers in three
data sets comprising about 21000 records of child and adult
deaths. The result of the NB classifier overcame the other
classifiers, although it was evident that none of the current
automated classifiers is capable of adequately performing the
individual COD classification.

The problem addressed by [20] was that it is difficult
for experts to determine the degree of disease either when
they lack sufficient evidence for medical diagnosis or when
they have too much evidence. For this reason, authors
analyzed important research that deals with the application
of automatic learning algorithms for data mining tasks
aimed at supporting the diagnosis of heart disease, breast
cancer, and diabetes. The purpose of this research was to
identify the DM algorithms that can be used efficiently in
the field of medical prediction. In that sense, it reaffirmed
the importance of diagnosing these diseases in their early
stages and consecrated the need for a new approach to reduce
the rate of false alarms and increase the detection rate of the
disease.

Lastly, a review of sources that describe the application
of the different data mining techniques in the medical field
is presented in [21] to identify useful classification and clus-
tering approaches for the development of prediction systems.
Also, the available data processing and classification tools are
discussed and it is explained that, for pattern recognition,
the choice of mining tasks depends on the characteristics of
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the data. Therefore, authors indicated the use of grouping
techniques when the data is not labeled and the classification
for the opposite case.Their study highlighted the importance
of accuracy in the diagnosis of life-threatening diseases, such
as cancer and heart disease, and pointed out that it is a factor
that requires a novel approach, which alleviates false alarms
and improves the diagnosis in the early stages of the diseases.

2.2. Association Rule Mining. Given the variety of traditional
Korean medicine in what medicinal herbs are concerned, in
[22] data mining association techniques are used to establish
various ways of treating the same disease by addressing
etiological factors. As a result of the analysis, representative
herbs used specifically in each disease were identified.

In order to overcome the disadvantage of the large
volume of rules derived from the application of data mining
association algorithms to big medical databases, in [23] an
ontology based on measures of great interest that favors the
establishment of association rules hierarchies was proposed.
Thus, this ontology knowledge mining approach is used
to rank the semantically interesting rules. This method
was applied to data of an ontology that responded to the
mammographic domain.

With the goal of improving the quality of the healthcare
service for the elderly, satisfying the medical needs of that
social group, andmaking a bettermanagement of themedical
resources involved, an intelligent medical replenishment
system was designed in [24] that, based on fuzzy association
rules mining and fuzzy logic, proved to be very effective.

Moreover, using data mining techniques too, [25] pre-
sented a medical diagnostic system for web applications,
which helps to reduce expense and time of visiting doctors.
Using association rules the system processes the information
entered by users, analyzes symptoms and correlations of
symptoms, and, based on that, is able to give a preliminary
diagnosis.

In addition, the risk factors correlated to diabetesmellitus
type 2 (DM2) and the way healthcare providers perform
the management of this disease were identified in [26]
applying association rules. The experiment was conducted
using a database of patients with DM2 treated by a health-
care provider entity in Colombia. Moreover, in [27] risks
factors and comorbid conditions associated with diabetes
were identified through frequent item set mining, which was
applied to a set of medical data.The research proposed a new
approach based on the integration of improved association
and classification techniques, which resulted in an algorithm
with greater analytical and predictive power.

Also, a new data mining framework based on general-
ized association rules to discover multiple-level correlations
among patient data was proposed in [28]. The framework
discovered and analyzed correlations among prescribed
examinations, drugs, medical treatments, and patient profiles
at different abstraction levels. Also, rules were classified
according to the involved data features (medical treatments
or patient profiles) and then explored in a top-down fashion:
from the small subset of high-level rules, a drill-down
was performed to target more specific rules. Moreover, in
[29] the Intensive Care Units risk prediction system, called

ICU ARM-II (Association Rule Mining for Intensive Care
Units), was presented. ICU ARM-II is based on a set of
association rules that forms a flexiblemodel for the prediction
of personalized risk. This approach assumes a classification
supported by association.

Datamining techniques can be used to improve decision-
making in areas such as hospital management. In that sense,
they can be very useful to replace the manual analysis of
health insurance data. With the increase of people who
have joined a plan, that task, going only to limited pro-
fessional knowledge, has become increasingly difficult and
impossible to perform efficiently. Therefore, [30] proposed a
classification based on three criteria (precision, stability, and
complexity) to allow a more efficient analysis of the volume
of data, compared to a manual analysis. The data set used
to test the effectiveness of this approach comprises tens of
thousands of patients in a city and hundreds of thousands of
medical reimbursement records during the 2010–2015 period.
The results of the experiment performed from the medical
data analyzed by the FPGrowth algorithm demonstrated that
the proposed approach improves the decision model, so that
the decision-making gains in flexibility and efficiency and
surpasses the other schemes in terms of the precision for
classification.

Based on machine learning algorithms for data mining,
in [31] a study was performed about the characteristics of
diseases caused by themosquito, such as dengue-1, dengue-4,
yellow fever,WestNile virus, and filariasis. Although for some
of the above-mentioned diseases there is a cure, the authors
assumed that as thesemainly affect areas of great poverty such
as the African continent and Western Asia, people cannot
afford the indicated treatment.Therefore, the objective of this
study was to find similar characteristics in the amino acid
sequences, which allows creating a cure capable of healing
the patient at one time. The results of the study showed
that although there appear to be similar features between
dengue virus, yellow fever virus,WestNile, andBrugiaMalayi
mitochondrion, the differences between these are stronger
than their similarities. On the other hand, authors discovered
that Leucine control might contribute to the development of
a single effective cure for the cases of West Nile and Brugia
Malayi mitochondrion.

Finally, because of the high cancer mortality, [32] inves-
tigated the sequences of various cytokines using algorithms
such as Apriori, decision tree, and support vector machines
(SVM). Cytokines play a central role in the immune system,
so the study, if its goal is achieved, may contribute to others in
finding new rules to determine whether a cytokine may have
anticancer properties or not.

Table 1 shows a summary of these investigations.
As we can see in Table 1, the different studies mentioned

before demonstrate the usefulness of data mining techniques
for the solution of problems in the medical area, which is
raised as a great object of study, with appropriate problems to
be studied from this perspective. Nevertheless, to the best of
our knowledge, there are not works which used association
rule mining and Bayesian networks to analyze the decrease
in the number of autopsies performed in a hospital; therefore



Scientific Programming 5

Table 1: Related works.

Work DM techniques DM tasks
[10] Decision trees, Neural Networks Classification
[11] SVM Classification
[12] Bayesian networks Classification
[13] Logistic regression, NB Classification
[14] Re-RX, J48graft Classification
[15] NB, SVM Classification
[16] NB, SVM, RF Classification
[17] J48, RF, KNN, NB, SVM Classification
[18] NB, SVM, logistic regression, RF Classification
[19] NB, OTM, InterVA-4 Classification
[21] Decision tree, Neural Networks Classification
[22] Association rules Association
[23] Apriori Association
[24] Fuzzy association rules Mining and fuzzy logic Association
[25] Formal Concept Analysis Association

[27] Apriori
Split and Merge (SAM)

Association
Classification

[28] Association rules Association

[29] CBA (classification based on association) Classification
Association

[26] Apriori, FPGrowth Association

[30] FPGrowth
Decision trees

Association
Classification

[31] Apriori
Decision trees

Association
Classification

[32] Apriori
Decision trees, SVM

Association
Classification

this determines the appropriateness, novelty, and interest of
this research.

3. Methods

3.1. Collection and Preparation of Data. In order to carry
out the study, it was necessary to collect data that record
aspects about the opinion, attitudes, or behaviors of the
physicians about the practice of autopsies, as well as the
values, beliefs, or motifs that characterize them. To do this,
one of the department’s pathologists compiled a survey of 16
questions, divided into three open type and thirteen closed
type, of which five include a section to specify other responses
considered by the doctors. Table 2 shows a summary of the
survey applied to the physicians and the number of categories
generated by response.

The survey was answered by 86 physicians of the hospital.
Their answers were processed, resulting in the following:

(i) 27 categories related to factors that the doctors con-
sidered negatives for the realization of autopsies and
26 categories for the positive factors were generated.

(ii) Nine motives for the family for autopsy rejection
and eight possible reasons for the nonrealization of
enough autopsies in the hospital were extracted.

(iii) Regarding the opinion of the physicians about the
procedure to request an autopsy, 14 efficient methods
and six options about the suitable staff to request an
autopsy were considered.

(iv) The answers of general comments given by the doc-
tors were reduced to 25 categories.

(v) The remaining questions kept the proposed options of
the questionnaire, three possible answers for the area,
and the grade of the doctor and five for each of the
three questions related to the medical opinions about
the discoveries found in autopsies.

A database was designed and implemented to store the
information obtained from the surveys and ensure the
persistence of these data, so that they could be used in
subsequent analyses. This database was implemented using
the PostgreSQL database management system. From the
database records, two suitable representations (binary-matrix
andminable-view) were created to apply the DM techniques.
These structures were created by SQL functions, generated
dynamically by the tables, and in this way, two different data
sets were formed from the same data. In this paper, the
binary-matrix table will be named as C and theminable-view
table as D. Their characteristics are described in Table 3.
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Table 2: Summary of the survey applied to the medical staff.

Aspects Questions Code Type of
question

Generated
categories

Medical training

Area area Closed 3
Grade grade Closed 3

General medicine training center gral med inst Closed 47
Medical specialty training center spec ins Closed 47

Medical experience Years of medical practice years pract Closed 5
Participation in autopsy cases cases Closed 5

Discoveries in
autopsies

Cause discrepancy with the clinical diagnoses disc findings Closed 5
Originate in claim cases dem findings Closed 5

Originate in arbitration cases arb findings Closed 5

Request of autopsies

Motives for autopsy acceptance aut reason Open 26
Motives for autopsy rejection reason no aut Open 27

Motives for autopsy rejection by family fam rejection Closed 9
Motives for not enough autopsies performed in the hospital no hosp Closed 8

Procedure to request
an autopsy

Suitable staff to request an autopsy staff request aut Closed 6
Efficient methods to request an autopsy method request aut Closed 14

General aspect Comments com sug op Open 25

Table 3: Characteristics of C and D data sets.

Characteristics C data set D data set
Attributes 166 18
Objects 4 7859
Type of data Nominal-binary-asymmetric Nominal
Description Binary-matrix ⟨answer, value⟩ Matrix represented by ⟨question, answer⟩
Missing values Yes No
Values out of range No No
Inconsistent values No No

Minable-View. The function constructs a matrix where rows
mean combinations of answers for polls and columns repre-
sent the answers. The value of each column responds to the
intersection that can be read as a pair ⟨question, answer⟩.

Binary-Matrix. The function constructs a binary-matrix, in
which each row represents a respondent and the columns
represent the answers. The value of each column responds
to the intersection that can be read as a pair ⟨answer, value⟩,
value being equal to “S” if that answer was answered and void
otherwise.

Open answers provide research with a higher level of
complexity because in these cases respondents can answer the
question by writing a free idea. Because of this, the system
has to perform an automatic categorization of the text, where
it predicts or assigns a category to that response. To do this,
we needed the classified data sets of each question to train
the prediction model, so it was necessary that the experts
established the possible categories and manually sorted the
open answers of the recorded surveys (see Tables 4, 5, and
6). In this way, the data sets “aut reason”, “reason no aut”,

Table 4: Reasons, causes, and circumstances for requesting autop-
sies.

Reason
(a) Establish definitive diagnoses
(b) Subjects related to forensic medicine
(c) Pedagogical objectives
(d) Applicability of the study
(e) Lack of correlation between clinical and laboratory data
(f) Provide essential information to relatives in cases of

infectious or congenital diseases
(g) Correct or incorrect application of the used treatment
(h) Health care problems
(i) Difficult diagnosis

and “com sug op” were created with the answers to open
questions. These ones answered for reasons for requesting
autopsies, reasons for not requesting them, and comments
(see characteristics in Table 7).
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Table 5: Reasons, causes, and circumstances for not requesting
autopsies.

Reason
(a) That the service does not exist
(b) Fear of demand
(c) Negative of relatives
(d) Ignorance of the practice of autopsies
(e) Disinterest
(f) Known base disease
(g) Administrative formalities
(h) Lack of indication
(i) Religious
(j) Cultural
(k) Legal
(l) When the body is in decomposition
(m) Of the condition of the deceased
(n) Lack of human resources
(ñ) Lack of material resources
(o) Lack of financial resources
(p) When it is done without teaching purposes
(q) Social
(r) That the pathology service does not perform it
(s) Political
(t) Lack of doctor-patient communication
(u) Forgetfulness in the practice of autopsies

The characteristics of the data sets were analyzed and
it was determined that no transformation was necessary
because they did not affect the performance of the algorithms
that were contemplated to evaluate. So, wewent directly to the
DM phase.

3.2. Evaluation of Algorithms. According to the data and
the objective of this paper, two DM tasks were considered
to solve the problem. It was first thought to perform an
association analysis to determine the relationships between
the attributes and on the other hand to use the classification
to recognize the relevant dependencies between attributes,
according to probability and statistics, by using also Bayesian
networks.Other datamining techniques for text classification
were considered too. The comparison of the evaluation of
the WEKA algorithms for each DM task considered in the
research is presented below.

3.2.1. Association Algorithms

Apriori [33]. It is a classic algorithm for association rule
mining. It generates rules through an incremental process
that searches for frequent relationships between attributes
bounded by a minimum confidence. The algorithm can be
configured to run under certain criteria, such as upper and
lower coverage limits, and to accept sets of items that meet
the constraint, theminimumconfidence, and order criteria to

Table 6: Comments, opinions, and suggestions.

Comment
(a) No comment
(b) It should be routine
(c) Inadequate teaching of general pathology
(d) Usefulness of the survey
(e) Importance of autopsies
(f) Observation of the survey
(g) Reasons to request
(h) To strengthen the relationship between pathological

anatomy and general surgery
(i) Clarification
(j) Participation of all services
(k) Acknowledgments
(l) Agreeing on a difficult clinical case among all
(m) Increase the number of autopsies
(n) Residents of pathology
(ñ) Compelling residents
(o) They have never performed autopsies on their patients
(p) Request consents
(q) Add pathology to the rotation of internal physician

display the rules, as well as a parameter to indicate the specific
amount of rules we want to show.

FPGrowth [34]. It is based on Apriori to perform the first
exploration of the data, in which it identifies the sets of
frequent items and their support, value that allows us to
organize the sets in a descending way. The method proposes
good selectivity and substantially reduces the cost of the
search, given that it starts by looking for the shortest frequent
patterns and then concatenating them with the less frequent
ones (suffixes), and thus identifying the longest frequent
patterns. It has been shown to be approximately one order of
magnitude faster than the Apriori algorithm.

PredictiveApriori [35]. The algorithm achieves a favorable
computational performance due to its dynamic pruning
technique that uses the upper bound of all rules of the
supersets of a given set of elements. In addition, through a
backward bias of the rules, it manages to eliminate redundant
ones that are derived from the more general ones. For this
algorithm, it is necessary to specify the number of rules that
are required.

Tertius [36]. It performs an optimal search based on finding
themost confirmed hypotheses using a nonredundant refine-
ment operator to eliminate duplicate results. The algorithm
has a series of configuration parameters that allow its appli-
cation to multiple domains.

The measures considered in the evaluation were as fol-
lows:

(i) Confirmation: this statistical measure indicates how
interesting a rule can be.
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Table 7: Characteristics of data sets for the classification of open-ended questions.

Data set Number of attributes Attribute/type Class Objects

aut reason 2 aut reason: nominal
text: String aut reason 891

reason no aut 2 reason no aut: nominal
text: String reason no aut 698

com sug op 2 com sug op: nominal
text: String com sug op 472

Table 8: Application of the algorithms in the data sets.

Data set Apriori FPGrowth PredictiveApriori Tertius
C √ √ √ √

D √ × × √

(ii) Support: it represents the percentage of transactions
from a transaction database that the given rule satis-
fies.

(iii) Confidence: it assesses the degree of certainty of the
detected association.

(iv) Time: amount ofmilliseconds that takes the construc-
tion of a model.

In order to determine which algorithms could be applied
to C and D data sets, an analysis was made based on
the characteristics of the data sets, such as their attribute
types and whether they contained missing, out of range, or
inconsistent values. The results of such analysis are shown in
Table 8.

The association algorithms were grouped, taking into
account their configuration characteristics to compare each
other. Therefore, Apriori and FPGrowth were first analyzed.
For this, different support and confidence thresholds were
established, since rules are considered interesting and strong
if they satisfy both a minimum support threshold (min sup)
and aminimum confidence threshold (min conf) [34]. More-
over, the number of rules generated, the execution time
of the algorithm (in milliseconds), and the support and
confidence averages for each case were recorded. On the
other hand, to analyze PredictiveApriori and Tertius it was
necessary to specify the number of rules to be generated by
these algorithms. The execution time of the algorithm and
the average of support and confidence were registered too.
Finally, we compared the best-evaluated algorithms in each
of these cases considering the following variables: number
of rules generated, execution time, and average values of
support.

The results of the evaluations of the algorithms for the C
data set were recorded in Tables 9 and 10. Each evaluation
was executed 100 times to estimate the average time for
the construction of the models. Also, the average values of
support and confidence were taken into account. Table 9
shows the comparison between Apriori and FPGrowth, as we
can see the latter is computationally faster than the former.
Moreover, althoughApriori foundmore rules than FPGrowth

in seven cases, the average confidence of the rules found by
FPGrowth is greater in three cases and only lowest in one
case, while the average support of its rules overcame the
average support of the rules obtained by Apriori in four cases.
Therefore, FPGrowth is better than Apriori for the C data set.

The comparison between PredictiveApriori and Tertius is
presented in Table 10. Experiments demonstrate that Tertius
obtained the same number of rules as PredictiveApriori in
considerably lower time. Nevertheless, the average support
of the rules found by the latter is greater than the average
support of the rules of the former in three cases and lower
only one time. Figures 2 and 3 show the comparison between
the four algorithms with respect to support and time, respec-
tively. Table 9 and Figure 3 show that FPGrowth is the fastest
algorithm. In contrast, Table 10 and Figure 3 demonstrate
that PredictiveApriori is the slowest. Also, the results indicate
that the algorithms that generate rules with better support
within the C data set are Apriori and FPGrowth. Thus, the
best algorithm for the data set C is FPGrowth.

Table 11 shows the comparison results of the algorithm
evaluations for the D data set. Also, each evaluation was
performed 100 times to estimate the average time for the
construction of the models and the number of rules and
average support were taken into account. Apriori reports
better results than Tertius because the time it takes to obtain
the samenumber of rules is considerably shorter and the rules
that it identifies have better support.

Although FPGrowthwas the best algorithm for the C data
set, it has the disadvantage that it cannot be applied to the D
data set; therefore the Apriori algorithm is considered more
appropriate for this work since it generates more rules than
FPGrowth and can be used for the two data sets contemplated
in this research, as illustrated in Figure 4.

3.2.2. ClassificationAlgorithms. Bayesian networks were con-
sidered to analyze the data of the surveys, whereas J48, Neural
Networks, NaiveBayes, and Sequential Minimal Optimiza-
tion (SMO) were studied considering their application in the
classification process for the open questions. We performed
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Table 9: Test results for Apriori and FPGrowth for the C data set.

Algorithms min conf /min sup Rules Time Confidence Support
Apriori 0.9/0.5 9 11 0.93 0.57
FPGrowth 9 4 0.93 0.57
Apriori 0.9/0.5 11 9 0.92 0.58
FPGrowth 11 5 0.92 0.58
Apriori 0.8/0.6 2 9 0.88 0.76
FPGrowth 2 3 0.88 0.76
Apriori 0.9/0.4 25 15 0.93 0.49
FPGrowth 24 8 0.93 0.49
Apriori 0.9/0.3 87 21 0.95 0.38
FPGrowth 78 12 0.94 0.39
Apriori 0.8/0.3 167 20 0.90 0.37
FPGrowth 140 12 0.91 0.39
Apriori 0.8/0.4 48 13 0.89 0.47
FPGrowth 47 8 0.90 0.47
Apriori 0.9/0.2 568 45 0.95 0.25
FPGrowth 528 28 0.96 0.26
Apriori 0.8/0.2 985 45 0.91 0.25
FPGrowth 961 26 0.91 0.25
Apriori 0.9/0.1 16463 285 0.97 0.12
FPGrowth 9349 108 0.97 0.13
Apriori 0.7/0.6 2 9 0.88 0.76
FPGrowth 2 4 0.88 0.76
Apriori 0.7/0.5 12 11 0.90 0.58
FPGrowth 12 4 0.90 0.58

Table 10: PredictiveApriori and Tertius test results for the C data set.

Algorithms Rules Time Confidence Support
PredictiveApriori 9 4050 0.78 0.29
Tertius 9 97 - 0.25
PredictiveApriori 11 4136 0.82 0.28
Tertius 11 100 - 0.26
PredictiveApriori 2 2794 1 0.33
Tertius 2 83 - 0.49
PredictiveApriori 2 2877 1 0.33
Tertius 2 99 - 0.22
PredictiveApriori 12 4109 0.83 0.27
Tertius 12 97 - 0.27

Tertius
PredictiveApriori
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Figure 2: Comparison of Apriori, FPGrowth, PredictiveApriori, and Tertius algorithms in terms of support.
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Table 11: Test results for Apriori and Tertius for the D data set.

Algorithms Min Conf/Sup Rules Time Support
Apriori 0.8/0.6 5 112 0.65
Tertius 5 9514 0.41
Apriori 0.7/0.6 6 118 0.64
Tertius 6 7467 0.42
Apriori 0.9/0.5 10 149 0.56
Tertius 10 9529 0.33
Apriori 0.8/0.5 28 144 0.56
Tertius 28 9700 0.42
A priori 0.7/0.5 36 147 0.56
Tertius 36 9471 0.42
Apriori 0.9/0.4 82 198 0.45
Tertius 82 10042 0.39
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Figure 3: Comparison of Apriori, FPGrowth, PredictiveApriori, and Tertius algorithms in terms of time.
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10-fold cross-validation in all cases to avoid any problem of
overfitting.

BayesNet. It determines the relations of dependence and
probabilistic independence between all the variables of a data
set, thus conforming the structure of the Bayesian network,
represented by an acyclic graph where the nodes are the
variables and the arcs are the probabilistic dependencies
between the linked attributes [37, 38].

J48. It constructs a binary decision tree to model the classifi-
cation process. This algorithm ignores the missing values or
predicts them according to the known values of the attribute
in the other registers [39, 40].

Neural Networks. These are mathematical procedures based
on the exploitation of parallel local processing and the prop-
erties of distributed representation that imitate the structure
of the nervous system and can be interpreted as the way to
obtain knowledge from experience [41].

NaiveBayes. It is a probabilistic classifier that calculates the
probabilities according to the combinations and frequencies
of occurrence of the data in a given data set [39, 40].

SMO. It implements the algorithm to train SVMs and solve
the problems of quadratic programming that these presup-
pose [42].
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Table 12: Application of Bayesian networks in datasets C and D.

Data sets Bayesian networks
C ×

D √

The measures considered in the evaluation were as fol-
lows:

Accuracy. It is the percentage of test set tuples that are
correctly classified by the classifier.

ROC Area. It refers to the area under the curve between true
positives (𝑦-axis) and false positives (𝑥-axis); the result is
better when it gets closer to one.

Kappa. It determines how good a classifier is according to the
concordance of the results obtained by several classifiers of
the same type. Values close to 1 affirm a good concordance,
while values close to 0 show a concordance due exclusively to
chance.

Time. It is the amount ofmilliseconds that takes the construc-
tion of a model.

The possibility of applying Bayesian network learning
using various search algorithms in C and D sets was analyzed
(see Table 12), as well as J48, Neural Networks, NaiveBayes,
and SMO in aut reason, reason no aut, and com sug op data
sets (see Table 13).

To evaluate the Bayesian networks, the 18 attributes of D
data set were considered as classes. Each test was executed
100 times to estimate the average time of construction of the
network. Accuracy and ROC area values were considered
too. Table 14 shows the results of the tests carried out by
taking the grade of the respondent (grade) as a class. In the
same way, the results of the 17 classes were recorded, which
shows that the best results (see Table 18) were obtained with
the TAN (Tree Augmented Naı̈ve Bayes) search algorithm
for 14 of the classes and HillClimber for the remaining 4.
As we can see in Table 14, HillClimber for the class grade
is the best algorithm because although TabuSearch, Repeat-
edHillClimber, and HillClimber present higher accuracy and
ROC area than the other algorithms, HillClimber obtains the
Bayesian network in lower time.

The evaluation of J48, Neural Networks (MultilayerPer-
ceptron), NaiveBayes, and SMO algorithms, considered for
text classification, is described in Tables 15, 16, and 17 for
the aut reason, reason no aut, and com sug op data sets,
respectively. Each test was performed 100 times to estimate
average values in terms of time and in addition other metrics
such as accuracy, ROC area, and kappa were considered.

Table 18 presents the best cases for each algorithm
analyzed according to the different data sets.This information
can be very useful to guide the specialist about the parameters
that must be generated by the models and thus obtain
more accurate results. It should be noted that only the best
configuration for the algorithms is attempted, but regardless

of this, the specialists can configure them according to their
interests.

3.2.3. Robustness Evaluation. Robustness is the ability of the
classifier to make correct predictions given noisy data or data
with missing values. This is typically assessed with a series
of synthetic data sets representing increases in degrees of
noisy and missing values [34]. To evaluate the robustness of
the Bayesian network search algorithms, we create 18 data
sets with 10% of missing values for each attribute, then we
execute every algorithm considering each attribute as a class.
Figures 5 and 6 show the evaluation results. TAN was the
best algorithm because it had the greatest accuracy for 14
of the 18 classes. Also, it got the best ROC area for the 18
classes.

4. Results

The algorithms evaluated in Section 3.2 of this article were
implemented in the web application, a tool proposed by
the authors of this work to support the process of finding
useful knowledge in the applied survey, generate the models,
and submit the results to a thorough evaluation by the
experts. These algorithms were configured with the param-
eters that gave rise to the best results during the evaluation
stage.

The application allows physicians to answer the survey,
which is the subject of study in this research. In addition, it
guarantees the persistence of data and from these the data
sets that the mining algorithms considered in this work must
analyze are generated.The application, using theWEKAAPI,
generates models according to the selected algorithms and
returns the results. The format of the rules generated by the
algorithms can be understood by experts in data mining but
it is difficult to be understood by a common user, so it was
decided to describe in the application each variable involved
in the survey. From this, and using a pattern to define the
explanation of a rule, it was possible to program a function
that, given the rules of a model, returns the explanation of
these in a natural language expression. In this way, specialists
can perform evaluations without necessarily relying on data
mining experts.

4.1. Association. Weobtained the best 20 rules from each data
set using Apriori, FPGrowth, PredictiveApriori, and Tertius
algorithms. Then, the rules were evaluated by the expert.
Figure 7 shows the rules generated by the application from
the C data set using the Apriori algorithm.

4.2. BayesNet. Given the interest of the specialist to know
the behavior of the data for the questions about the reasons
why no autopsies are requested and the reasons why they
are requested, two Bayesian networks were built taking these
attributes as classes. The application shows the accuracy
for each network and also represents them by nondirected
acyclic graphs. This allows us to graphically appreciate the
relationships between the nodes. The graph of the second
network is shown in Figure 8.
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Table 13: Application of the algorithms in the aut reason, reason no aut, and com sug op data sets.

Data sets J48 NaiveBayes Neural networks SMO
aut reason √ √ √ √

reason no aut √ √ √ √

com sug op √ √ √ √

Table 14: Results of Bayesian networks for grade class.

Class: grade Accuracy ROC area Time
K2 0,995 0,999 59
TAN 0,999 0.999 55411
TabuSearch 0,999 1 21571
RepeatedHillClimber 0,999 1 117975
LAGDHillClimber 0,993 0,999 310
HillClimber 0,999 1 10215

Table 15: Test results for aut reason class.

Class: aut reason Accuracy ROC area Kappa Time
J48

GainRatio 0,86 0,96 0,79 998
InfoGain 0,86 0,97 0,80 1273

NaiveBayes
GainRatio 0,75 0,93 0,67 625
InfoGain 0,75 0,93 0,67 647

MultilayerPerceptron
GainRatio 0,86 0,97 0,81 44611
InfoGain 0,86 0,97 0,82 56820

SMO
GainRatio 0,83 0,91 0,75 1168
InfoGain 0,83 0,91 0,75 560

Table 16: Test results for reason no aut class.

Class: reason no aut Accuracy ROC area Kappa Time
J48

GainRatio 0,78 0,97 0,74 1098
InfoGain 0,78 0,97 0,74 1180

NaiveBayes
GainRatio 0,76 0,95 0,65 1279
InfoGain 0,76 0,95 0,65 1244

MultilayerPerceptron
GainRatio 0,84 0,97 0,76 33674
InfoGain 0,85 0,96 0,76 15904

SMO
GainRatio 0,81 0,94 0,73 995
InfoGain 0,81 0,94 0,73 696

4.3. Evaluation of the Results. To support the expert in the
evaluation process, the system provides a natural language
explanation of theminingmodels results, so that the patholo-
gist understands them. In this way, the specialist can evaluate

the results by subjectively analyzing, based on his experience
and knowledge, the information extracted by the models.

The association rules analyzed by the specialist were the
top 20 of each algorithm implemented in this research. For
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Table 17: Test results for com sug op class.

Class: com sug op Accuracy ROC area Kappa Time
J48

GainRatio 0,84 0,97 0,85 266
InfoGain 0,84 0,97 0,85 326

NaiveBayes
GainRatio 0,84 0,97 0,76 332
InfoGain 0,84 0,97 0,76 315

MultilayerPerceptron
GainRatio 0,90 0,97 0,88 14040
InfoGain 0,92 0,98 0,90 25796

SMO
GainRatio 0,83 0,96 0,92 1473
InfoGain 0,84 0,96 0,83 1208
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Figure 5: Comparison of Bayesian network search algorithms in data sets with missing values considering their accuracy.
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Figure 6: Comparison of Bayesian network search algorithms in data sets with missing values considering ROC area.
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Table 18: Presentation of the best results of each algorithm evaluation.

Association analysis
Data set Algorithm Parameters

C

Apriori
Confidence = 0.9
Support = 0.4
Rules = 15

FPGrowth
Confidence = 0.9
Support = 0.4
Rules = 8

PredictiveApriori Support = 0.5
Rules = 12

Tertius Support = 0.5
Rules = 12

D
Apriori

Confidence = 0.9
Support = 0.5
Rules = 10

Tertius Support = 0.5
Rules = 10

Classification analysis
Data set Algorithm Class Search algorithm

D BayesNet

reason no aut Tan
aut reason HillClimber

fam rejection Tan
years pract Tan

area Tan
cases Tan

category Tan
com sug op Tan
spec inst HillClimber

gral med inst Tan
method request aut HillClimber

arb findings Tan
dem findings Tan
disc findings Tan

physician reason aut Tan
no hosp Tan

staff request aut Tan
grade HillClimber

Data set Algorithm Attribute selection measures
aut reason MultilayerPerceptron InfoGain
reason no aut MultilayerPerceptron InfoGain
com sug op MultilayerPerceptron InfoGain

example, the 20 association rules obtained by Apriori in the
C data set have been shown in Figure 7.

For each node in a Bayesian network, the application
shows a conditional probability table containing all probabil-
ities of occurrences for its attributes. For this, the Bayesian
networks provide much information to be analyzed, but this
does not mean that everything is interesting. For this reason,
the analysis of the two networks generated was limited to
six survey questions, considering only the highest probability
values. The questions are related to the years of practice of

the physician, the number of cases in which the doctor has
intervened, discrepant findings, demand findings, causes of
autopsies rejection, reasons for not requesting autopsies in
the hospital, and why the physician does not perform it,
among others.

To illustrate this procedure more clearly, we describe the
analysis process for the no hosp question from the Bayesian
network generated from the query aut reason of Figure 8.
From this network, we selected the node corresponding to the
question of interest for this case (no hosp), which generated



Scientific Programming 15

Figure 7: Apriori model for the C data set.

a total of 1875 conditional probabilities. The next step was
to rule out the conditional probabilities less than 50% and
this reduced to 14 the number of results (see Figure 9). In
this particular case, the specialist ruled out the conditional
probabilities 1, 2, 3, 4, and 11. With this procedure the
remaining questions selected in each networkwere evaluated.

4.3.1. Association. The results comprised 120 rules, 20 per
model, of which the specialist evaluated only 100. The
decision of not including the rules of FPGrowth was made
to avoid repetitions in the results, given that the majority of
the rules are also obtained by Apriori.

After a thorough analysis of the rules, the conclusive
results were as follows: from 100 rules, the expert approved 75.
Eight rules were discarded in each model of Apriori, seven in
PredictiveApriori and two in the model of Tertius with the D
data set.Themost accepted algorithm turned out to beTertius
with 90% of rules approved for the D data set and 100% for
the C data set (see Table 19). In general, it can be concluded in
the association analysis that the results had a 75% of approval.

4.3.2. BayesNet. It is complex to analyze the data generated
by Bayesian models due to the large volume of probability
relationships that have been extracted from these networks.
This is why, for this research, the expert delimited the analysis
to the results with a probability greater than 50% that relate
the attributes: years of practice, cases in which the physician
has intervened, discrepant findings, demand findings, causes of
autopsies rejection, reasons for not requesting autopsies in the
hospital, and why the physician does not do it. In this way, 352
probability relationships were evaluated. 168 were extracted
from the network generated from the aut reason class and 184
from the reason no aut class (see Table 20).

After a thorough analysis, the conclusive results were
as follows: for a total of 352 conditional probabilities, 347
were approved by the expert. The specialist discarded one
probability in the Bayesian network for aut reason and four
probabilities in the Bayesian network for reason no aut. In
general, it is concluded that Bayesian networks had a 98.6%
approval (see Table 21).

The networks also made establishing a situational diag-
nosis of autopsies in hospital possible, which is detailed in
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Figure 8: Bayesian network graph, considering motives for autopsy acceptance as class.

Table 19: Evaluation of association results.

Algorithm Data set Accepted Discarded Rules discarded Acceptance

Apriori C 12 8 9, 10, 15, 16, 17, 18, 19, and 20 60%
D 12 8 8, 11, 14, 15, 17, 18, 19, and 20 60%

PredictiveApriori C 13 7 6, 11, 12, 13, 14, 16, and 18 65%

Tertius C 20 0 100%
D 18 2 4 and 17 90%

Table 20: Results of Bayesian networks.

Bayes networks Results
aut reason 168
reason no aut 184
Total 352

Figures 10 and 11. These diagnoses are referred to the causes
and reasons for requesting and not requesting autopsies,
respectively.

5. Conclusions and Future Work

The prominent decrease in the number of autopsies in the
hospitals around the world has raised questions about the

motives for this phenomenon. The purpose of this work was
to analyze the possible causes of the reduction of autopsies
in the hospital system of “Servicios de Salud de Veracruz”
by means of association rule mining and Bayesian networks
from the data that belong to the medical opinions about such
medical practice.

The analyzed data were collected through a survey that
was applied to the doctors of the hospital. The survey was
focused on the medical opinions about the causes or reasons
of autopsies that were not performed, the study level of
the specialists, their years of experience, and the cases of
autopsies they have been involved in, among others.

The use of association rule mining techniques and Bayes
networks allowed us to perform a descriptive analysis of
the problematic situation and find the correlations between
the categorical attributes of the data set, which formed
the information obtained from the medical staff, all this
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Figure 9: Results of relations for the node: reasons for not requesting autopsies.
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Table 21: Evaluation of the results of Bayesian networks.

Results Accepted Discarded Acceptance
aut reason 167 1 99.4%
reason no aut 180 4 97.8%
Total 347 5 98.6%

Findings could lead to demand
(1) Strongly agree (42.86%)
(2) Disagree (28.57%)
(3) Agree (17.86%)
(4) Strongly disagree (7.14%)
(5) Uncertainty (3.57%)

Reasons to request autopsies
(1) Establish definitive diagnoses (26.79%)
(2) Pedagogical objectives (24.40%)
(3) Applicability of the study (13.09%)
(4) Clarify difficult diagnosis (9.52%)
(5) Lack of correlation between clinical and 

laboratory data (7.74%)
(6) When it is necessary to provide essential 

information to relatives in case of
infectious or congenital diseases (6.55%)

(7) When there is a relationship with forensic 
medicine (5.95%)

(8) Medical care problems (2.98%)
(9) Determine whether or not the method used 

was correct (2.98%)

Specialty
(1) Institute of Public Health (12%)
(2) Hospital of the Department of D. F. (8%)
(3) Do not specify (8%)
(4) Nachon/CEM (7.33%)
(5) Rio Blanco Regional Hospital (6.67%)
(6) General Manuel Gea González (6.67%)
(7) National Institute of Nutrition (6%) 
(8) National Institute of Pediatrics (6%)
(9) IMSS Adolfo Ruiz Cortines (5.33%)
(10) Health Services (5.33%)
(11) The Race IMSS (4%)
(12) IMSS (4%)
(13) UNAM (4%)
(14) Women’s Hospital (2.67%)
(15) San Luis Potosí (2.67%)
(16) High Specialty in IMSS (2%) 
(17) Medical Center of the West (2%)
(18) Western Regional (2%)
(19) University of San Carlos (2%)
(20) National Cancer Institute (1.33%)
(21) University of La Salle (1.33%)
(22) Ministry of Health (0.67%)

Causes to request autopsies
(1) Interest (84.62%)
(2) Wrong diagnosis (15.38%)

Reasons why autopsies are not 
requested at the hospital

(1) Not requested (71.43%)
(2) Lack of financial resources (21.43%)
(3) Lack of human resources (7.14%)

Causes of rejection by the relative
(1) Poor communication of the doctor with

the patient and relatives (52.94%)
(2) Religious motives (23.53%)
(3) Failure to properly request 

authorization (17.65%)
(4) Moral reasons (5.88%)

Findings could be discrepant with 
diagnosis

(1) Strongly agree (51.52%)
(2) Agree (30.30%)
(3) Uncertain (15.15%)
(4) Disagree (3.03%)

Years
(1) More than 20 years (45.46%)
(2) 5–10 years (20.45%)
(3) Less than 5 years (13.64%)
(4) 11–15 years (11.36%)
(5) 16–20 years (9.09%)

Cases
(1) 0 cases (27.78%)
(2) Less than 5 cases (22.22%)
(3) 6–10 cases (22.22%)
(4) 11–20 cases (16.67%)
(5) More than 20 cases (11.11%)

Causes to request autopsies
(1) Interest (80%)
(2) Wrong diagnosis (20%)

Figure 10: Situational diagnosis of autopsies in the hospital on the reasons for requesting autopsies.

through a web application or system developed especially
for the case. The system provides a natural language expla-
nation of the mining models results, so that the pathologist
understands them. In this way, the specialist can evaluate
the results by subjectively analyzing, based on his expe-
rience and knowledge, the information extracted by the
models.

The rules generated by the association models instru-
mented for the research had 75% approval by the specialist.
As for the algorithms, Tertius proved to be the most accurate,

with 90% approval of its rules in the C data set and 100% in
the D data set.

As future work we suggest studying data of the clinical
records of the patients who died in the hospital and analyzing
with real data the trend of the causes that lead to perform
autopsies in some patients and not in others. This will
confirm the veracity of the results of this research. We also
recommend to perform similar studies in other parts of the
country and to identify whether themedical opinions and the
consequences of autopsies rejection differ by region.
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Reasons for not requesting autopsies
(1) Known base disease (16.39%)
(2) Negative of relatives (16.39%)
(3) Disinterest (14.69%)
(4) Social factors (8.48%)
(5) Fear of demand (8.48%)
(6) Cultural issues (7.34%)
(7) Religious issues (5.65%)
(8) Lack of indication (5.08%)
(9) Lack of human resources (5.08%)
(10) Lack of material resources (2.83%)
(11) Legal issues (2.26%)
(12) The pathology service does not perform it (2.26%)
(13) I forget about the practice of this study (2.26%)
(14) Ignorance of the practice of autopsies (1.69%)
(15) Condition of the deceased (0.56%)
(16) There is no service (0.56%)

Specialty

(1) Not specified (13.66%)
(2) Regional Hospital of Río Blanco (12.42%)
(3) General Manuel Gea González (12.42%)
(4) Institute of Public Health (10.56%) 
(5) Hospital of the Department of D. F. 

(6.83%)
(6) Western Regional (6.83%)
(7) National Institute of Nutrition (5.59%)
(8) Nachon/CEM (4.97%)
(9) High Specialty in IMSS (2.49%)
(10) Women’s Hospital (2.49%)
(11) IMSS (2.49%)
(12) San Luis Potosí (2.49%) 
(13) Health Services (2.49%)
(14) University of La Salle (2.49%)
(15) Western Medical Center (1.86%)
(16) National Institute of Pediatrics (1.86%)
(17) The Race IMSS (1.86%)
(18) UNAM (1.86%)
(19) Center for Medical Specialties (1.24%)
(20) National Institute of Cancerology 

(1.24%)
(21) University of San Carlos (1.24%)
(22) IMSS Adolfo Ruiz Cortines (0.62%) 

Reasons why autopsies are not 
requested at the hospital

(1) Not requested (70.59%)
(2) Lack of financial resources (23.53%)
(3) Knowledge of its didactic utility (5.88%)

Causes of rejection by the relative
(1) Poor communication of the doctor with 

the patient and relatives (55%)
(2) Religious motives (25%)
(3) Failure to properly request 

authorization (10%)
(4) Moral reasons (10%)

Findings could lead to demand
(1) Strongly agree (44.74%)
(2) Agree (31.58%)
(3) Disagree (15.79%)
(4) Uncertain (7.89%)

Findings could be discrepant with 
diagnosis

(1) Strongly agree (54.06%)
(2) Agree (29.73%)
(3) Uncertain (10.81%)
(4) Disagree (5.40%) 

Cases
(1) Less than 5 (42.86%)
(2) 0 cases (28.57%)
(3) 6–10 cases (11.43%)
(4) 11–20 cases (8.57%)
(5) More than 20 cases (8.57%)

Years
(1) More than 20 years (50%)
(2) Less than 5 years (25%)
(3) 5–10 years (18.75%)
(4) 16–20 years (6.25%)

Causes to request autopsies
(1) Interest (80%)
(2) Wrong diagnosis (20%)

Figure 11: Situational diagnosis of autopsies in the hospital on the reasons for not requesting autopsies.
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ingenieŕıa del software,” Reportes Técnicos en Ingenieŕıa del
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