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Trust violation during cooperation of autonomous agents in multiagent systems is usually unavoidable and can arise due to a
wide number of reasons. From a psychological point of view, the violation of an agent’s trust is a result of one agent (which is a
transgressor) expressing a very low weight on the welfare of another agent (which is a victim) by inflicting a high cost for a very
small benefit. In order for the victim to make an effective decision about whether to cooperate or punish for the next interaction,
a psychological variable called welfare tradeoff ratio (WTR) can be used to upregulate the transgressor’s disposition so that the
number of exploitive behaviors that are likely to happen in the future will be decreased. In this paper, we propose computational
models of metrics based on the welfare tradeoff ratio along with the way by which multiple metrics can be integrated to provide
the final result. Additionally, a number of experiments based on social network analysis are conducted to evaluate the performance
of the proposed framework and the results show that by implementing WTR the simulated network is able to deal with different
levels of trust violation effectively.

1. Introduction

In any social organism, individuals commonly encounter
situations in which their actions can have impacts, either
positive or negative, on their ownwelfare aswell as thewelfare
of others, for example, suicidal hive defense by honeybees,
blood sharing by vampire bats, alarm calls by birds, or sharing
a cake with friends. As a consequence, mechanisms in one’s
mind must carry out computations to this adaptive problem
of how much to weight the welfare of the other relative to
the self. Evolutionary psychologists refer to the cognitive
variable regulating an individual’s disposition to trade off his
own welfare for the benefit of another individual as a welfare
tradeoff ratio or WTR [1–3]. The higher an individual’s WTR
toward a target individual is, the more the individual will
sacrifice his own welfare to enhance the target’s welfare. The
lower an individual’s WTR toward a target is, the more likely
the individual is to harm or punish the target. For instance,
WTRs of 1 : 1 imply that the individual values the welfare of

the target equally as his own, which means the individual
imposes a 1-unit cost upon the target if and only if it, in turn,
leads to at least a 1-unit benefit for the self. WTRs of 1 : 2
imply that the individual values the target’s welfare one-half
less than one’s own; that is, the individual is willing to impose
a 2-unit cost upon the target to obtain one unit of benefit [2–
4].

Many theories including kinship [5], reciprocity [6, 7],
and aggression [8] describe different sets of cues that can be
determined, computed, and integrated to produce a welfare
tradeoff ratio. When implementing these processes, three
main steps are required: (i) to compute the effect of an act on
the welfare of the self, (ii) to compute the effect of an act on
the welfare of the target, and (iii) to deploy a welfare tradeoff
function that indicates the degree to which the individual
weights the welfare of the target compared to the self [2].
In line with this, an individual will, therefore, trade off his
ownwelfare in favor of the target’s welfare when the following
inequality holds: WTR × 𝑏target > 𝑐self, that is, when the
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benefits to the target, after being discounted by the self ’s
WTR, are greater than the costs imposed by the self to deliver
the benefits [9].

Within this concept, trust violation which is usually
unavoidable during cooperation of autonomous agents in
multiagent systems can be acknowledged as a result of an
individual agent expressing a very low welfare tradeoff ratio
by inflicting a high cost on the target agent for a very small
benefit to the self [10]. In this regard, a number of countervi-
olation strategies aremodeled to upregulate the transgressor’s
welfare tradeoff ratio in order to decrease the number of
exploitive behaviors that are likely to happen in future inter-
actions [2].These counterviolation strategies include punitive
and reparative strategies [4, 10]. More specifically, factors
based on the three theories mentioned above must be taken
into consideration when making a choice of recalibration
strategies that impacts the transgressor’s welfare tradeoff
ratio, for example, genetic relatedness, relative formidability,
and value of relationship as a reciprocity partner [11]. This
implies that trust is likely to be recovered by the victimized
individual if the transgressor is a closely related kin or
more formidable or an irreplaceable partner. In other words,
the combination of these factors is taken as an input to a
procedure that is designed to compute a welfare tradeoff ratio
in the mind of the victim toward the transgressor. If the
outcomeof such computational program is indexed as high or
exceeds a predefined cooperation threshold, then reparative
strategies are triggered to increase the transgressor’s welfare
tradeoff ratio and as a result trust can be restored coopera-
tively through forgiveness. Otherwise, punitive strategies are
activated to induce the transgressor to place greater weight on
the welfare of the victim through revenge [12].

In fact, the issue of trust restoration based on the aspects
of human social decision-making and behavior in psychology
has received considerably less attention, especially in the
context of distributed multiagent systems. The current study
attempts to address this gap in our understanding by devel-
oping a comprehensive framework with the aim of achieving
and identifying how one individual assesses the welfare of
another individual after a trust violation. Additionally, a
computational result of the framework is continually updated
based on interactions. The rest of the paper is organized
as follows. In Section 2, we present related work on trust
restoration from a sociopsychological point of view and the
implementations in multiagent systems paradigm. Section 3
is dedicated to details of five WTR metrics and how they can
be integrated. Experiments to evaluate the effectiveness of
the proposed framework are provided in Section 4. The last
section concludes our study along with possible future work.

2. Related Work

Trust restoration is defined as the process of restoring and
improving the perception of trustworthiness of a victimized
individual from three aspects—competence, integrity, and
benevolence—after the occurrence of a trust violation [13],
while [14] defines trust restoration as the reparative process
with willingness to partially or totally expose one’s vulner-
ability to another party. In line with these definitions, trust

restoration is the process of rebuilding trust and making a
victimized individual feel hopeful in future cooperation by
mitigating such negative motivations, that is, anger or fear,
while developing positive motivations [15].

From a sociopsychological point of view, reparative
strategies can be represented in several forms. In [17], a costly
apology and self-punishment are served as costly signals
to protect a transgressor’s reputation after an unintentional
transgression. Plain apologies are more effective in restor-
ing trust than denials when a trust violation is perceived
either as competence-based or as morality-based [18]. In
[15, 19], attribution models are proposed for identifying
the causes of trust violation and rebuilding damaged trust
through reparative actions which are based on emotion and
motivation. In dealing with corporations’ negative publicity,
cognitive response (i.e., providing sufficient information)
is more effective for violations in ability, whereas affective
response is more effective for violations related to integrity
and benevolence [20]. The theoretical concepts employed in
previous studies differ from ours. In our study, we propose
a mechanism for governing the maintenance of reciprocal
relationships after a trust breakdown. The proposed mecha-
nism is built on the concept of a welfare tradeoff ratio (WTR),
an adaptively internal representation to assess self and other
welfare valuations, which also serves as the foundation of our
computational model of trust restoration.

In the context of multiagent systems, two main prosocial
motivations are essential for trust restoration, that is, for-
giveness and regret [21]. In this study, forgiveness and regret
are considered as implementable properties for formalizing
the incorporation of trust defining a computational model.
Forgiveness, in particular, has been extensively studied as a
positive method of coping with trust violations in [12, 20–
27], while regret, always together with responsibility, is used
to form the definition of an apology [13, 20, 21, 28–31].
For instance, an apology was defined by [20] as “a decisive
public expression regarding both responsibility and regret
for a violation of trust.” Regret as a computational model
takes into account this emotional reaction not only from the
offender side, but also from the victimized individual after the
offence in an information sharing context [21]. In the context
of e-commerce, trust restoration is often necessary since
online transactions are noisier than face-to-face transactions
[18]. Specifically, when a trust violation occurs and a vendor
acknowledges the incident, an apology and other appropriate
restorative actions will shape the extent to which a victim
is willing to reconcile [28, 32]. In centralized-based systems,
the concept of forgiveness has been proposed in our previous
work [23] to explore untrustworthy agents who are capable
of fulfilling future transactions. The so-called forgiveness
mechanism is a computational model based on five positive
motivations, that is, intent, history, apology, severity, and
importance. Our current study is partially inspired by this
forgiveness mechanism. However, the major difference is
that the current study attempts to identify metrics that are
well suited to establish the framework for recovering trust
in distributed multiagent systems. In addition, it is also
worth noting that trust restoration is not a simple one-way
approach; it is rather both a victimized individual and a
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Figure 1: Computational program of five metrics in the mind of agent 𝑥.

transgressor getting involvedwith equally critical roles to play
[33].

3. Welfare Tradeoff Ratio Metrics

In this section, we present how a welfare tradeoff ratio can be
calculated in the context of distributed multiagent systems.
For simplicity, we consider a set of agents Ω = {1, 2, . . . , 𝑁},
where𝑁 is the number of agents in a community.The interac-
tion among agents is represented as aweighted directed social
network. In particular, an agent interacts with another agent
establishing a link between them and the link is labeled as
having aweight indicating the quality of the transaction in the
form of rating. Suppose that agent 𝑥 ∈ Ω and agent 𝑦 ∈ Ω are
autonomous and self-interested. At the current time 𝑡, agent
𝑦 violates agent 𝑥’s trust by not fulfilling the transactional
agreement. In other words, trust violation committed by
agent 𝑦 occurs when agent 𝑦 does not place a sufficiently
high weight on agent 𝑥’s welfare. As a result, agent 𝑥’s mind
computes five different metrics [10], that is, kinship between
agent 𝑥 and agent y, formidability of agent 𝑦, irreplaceability
of agent 𝑦, signals of remorse, and past contributions from
agent 𝑦, in order to recalibrate the welfare tradeoff ratio of
agent 𝑦. Figure 1 shows WTR metrics’ computational system
and the details of eachmetric are in the following subsections.

3.1. Kinship between Agent 𝑥 and Agent 𝑦. Kin selection the-
ory predicts that cues of genetic relatedness trigger positive
valuation, willingness to help, and reparative rather than
punitive responses to exploitation [5, 10, 11]. Specifically, a
welfare tradeoff ratio should be upregulated for an individual
when the following Hamilton’s rule is obtained: gr𝑥,𝑦 ×𝑏𝑦 > 𝑐𝑥, where gr𝑥,𝑦 is an index of genetic relatedness
between agent 𝑥 and agent 𝑦. As gr𝑥,𝑦 increases (i.e., agent
x and agent y are closely related kin, friend, or those who
share the same interests), the discounted agent y’s benefit
is more likely to exceed agent x’s cost. Interestingly, the
humanmind computes a psychological kinship index using a
neurocomputational system to help decide which individuals

are close genetic relatives and how much an individual’s own
welfare is to be traded off against that of another [3, 34].

Unlike human kin detection, however, agents in multia-
gent systems use different mechanisms to identify who are
like-minded and similar in preferences. Here, we propose
one approach, that is, to compute the degree of similarity
of interacting agents in the system based on their ratings of
the same agents that both agents have rated. Intuitively, the
degree of similarity indicates to which extent two agents who
are heterogeneous in nature are similar in ways of judging.
If their like-mindedness is contrasting, they would disagree
with each other most of the time [35]. In the context of
collaborative filtering systems, the similarity of two agents’
preferences can be used to measure the reliability of their
opinions or ratings [35–39]. In other words, the higher the
degree of similarity in preferences, the more the trust in each
other’s opinions or ratings. We apply a popular approach in
collaborative filtering systems, Pearson’s correlation coeffi-
cient (PCC), to compute the similarity between agent 𝑥 and
agent 𝑦 as follows:

SIM𝑥,𝑦 =
∑𝑖∈CA𝑥,𝑦 (𝑟𝑥,𝑖 − 𝑟𝑥) (𝑟𝑦,𝑖 − 𝑟𝑦)

√∑𝑖∈CA𝑥,𝑦 (𝑟𝑥,𝑖 − 𝑟𝑥)2√∑𝑖∈CA𝑥,𝑦 (𝑟𝑦,𝑖 − 𝑟𝑦)2
, (1)

where CA𝑥,𝑦 = {𝑖 ∈ Ω | 𝑟𝑥,𝑖 ̸= 0 ∧ 𝑟𝑦,𝑖 ̸= 0} is the set of agents
corated by both agent 𝑥 and agent 𝑦. 𝑟𝑥 is the average rating
of all agents that are rated by agent 𝑥, and 𝑟𝑦 is the average
rating of all agents that are rated by agent 𝑦.
3.2. Formidability of Agent 𝑦. Formidability refers to the
ability to inflict costs in order to enforce a welfare tradeoff
ratio in an individual’s favor through his or her physical
strength [3]. Ancestrally, a man’s higher formidability was
a major component of his ability to inflict costs on others
by fighting them when conflict occurs [2]. According to the
theory of the asymmetric war of attrition [8], agent 𝑥 will
cede a resource to agent 𝑦 as a function of agent 𝑦’s relative
formidability value; that is, FV𝑦 × 𝑏𝑦 > 𝑐𝑥, where FV𝑦
indicates how formidable agent 𝑦 is compared with agent
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𝑥 [2, 9]. Aside from physical strength, another potential
component of formidability is the position or role in the
community [11]. In some species, a high position or influence
in the community of an organism is a result of their personal
physical strength [4, 12].

In the context of multiagent systems, identification of
key actors which play a particular role or have a particular
position in the system is meaningful in a number of ways, for
example, searching for suspects of potential terrorist threats
or mining influential people to help viral marketing [40–
42]. Based on [16], the roles of agents can be classified into
four different types depending on the number of commu-
nities (community score) and links incident to that agent
(degree), that is, ambassadors, big fish, bridges, and loners.
Ambassadors are considered to be the most important role
by providing connections to many members within the same
community and to many other communities. Big fish which
are named after the cliché “big fish in a small pond” are
very important onlywithin their own community.Thismeans
that they have a high number of degrees but a small number
of community scores, while bridges which serve as bridges
between a number of communities have a small number of
degrees but a highnumber of community scores. Lastly, loners
like to be companionless since they have both a low number
of degrees and community scores. Figure 2 illustrates four
types of community-based roles with a threshold of 0.5.

To achieve determining the role of agent 𝑦, we assume
that the information about community membership of every
agent is available. Then, the number of communities linked
to community score of agent 𝑦 can be calculated as follows:

CS𝑦 = ∑
𝑖∈NA𝑦

𝜇𝑦 (𝑖) , (2)

where NA𝑦 is the set of neighbor agents of agent 𝑦 and 𝜇𝑦(𝑖)
is the community membership contribution of agent 𝑖 which
can be defined as follows:

𝜇𝑦 (𝑖) = 1
1 + 󵄨󵄨󵄨󵄨󵄨𝜐𝑦,𝑖󵄨󵄨󵄨󵄨󵄨

, (3)

where |𝜐𝑦,𝑖| is the number of agents (excluding agent 𝑖) which
are neighbor agents of agent 𝑦 and in the same community
with agent 𝑖. In case the communitymembership information
is unavailable, 𝜇𝑦(𝑖) needs a method for estimation from the
topology of the network. Examples of theorems providing the
calculation of the expected value of 𝜇𝑦(𝑖) can be found in [16].

After obtaining the role of agent𝑦, the formidability value
of agent 𝑦 can be assigned as a constant value according to its
classified role and its relative degree with the condition that
an ambassador role will be assigned the highest formidability
value, while a loner will be assigned the lowest value. In the
context of trust restoration in distributed environments, an
agent having a large number of connections within its own
community is considered to be more formidable than being
a bridge among communities. Therefore, a big fish role will
be assigned a higher formidability value than a bridge role. In
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Figure 2: Community-based roles [16].

our study, we assign a constant formidability value for agent
𝑦 as follows:

FV𝑦 =
{{{{{{{
{{{{{{{{

1 if the role is an ambassador

0.75 if the role is a big fish

0.5 if the role is a brigde

0.25 if the role is a longer.

(4)

3.3. Irreplaceability of Agent 𝑦. Agent 𝑥 is incentivized to
place a greater weight on the welfare tradeoff ratio of agent
𝑦, if the ability to confer benefits from the product or service
provided by agent 𝑦 is high [1, 2, 11]. In much the same way,
trust is likely to be rebuilt if the product or service provided
by agent 𝑦 is irreplaceable or crucially required bymost other
agents in the community. The availability of a product or
service, in some situations, is also important in order to fulfill
the requirement of agents’ transactions even knowing that
the outcome of future transactions may not be maximized.
Based on community structure, three centrality measures are
used to evaluate the importance of agent 𝑦: degree, degree
of neighbor agents, and betweenness with tuning parameters
[43, 44]. The degree centrality of agent 𝑦, DEG𝑦, reflects the
number of relations that agent 𝑦 is connected to and indicates
the involvement of agent 𝑦 in the community. We extend
the general definition of degree centrality by incorporating
rating and the formidability value of each connected agent as
follows:

DEG𝑦 =
∑𝑁𝑖=1,𝑖 ̸=𝑦 𝑟𝑖,𝑦 × FV𝑖 × 𝛿𝑖,𝑦

∑𝑁𝑖=1,𝑖 ̸=𝑦 𝑟𝑖,𝑦 × FV𝑖
, (5)

where 𝛿𝑖,𝑦 is the adjacency matrix in which it is equal to 1
if agent 𝑦 is connected to agent 𝑖 and 0 otherwise. 𝑟𝑖,𝑦 is the
rating of agent 𝑦 by agent 𝑖 and FV𝑖 is the formidability value
of agent 𝑖. The second measure is the degree centrality of
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neighbor agents of agent 𝑦, DON𝑦, which is formalized in the
same way as the degree centrality of agent 𝑦:

DON𝑦 =
∑𝑖∈NA𝑦 ∑𝑀𝑖𝑗=1 𝑟𝑖,𝑗 × FV𝑗 × 𝛿𝑖,𝑗
∑𝑖∈NA𝑦 ∑𝑀𝑖𝑗=1 𝑟𝑖,𝑗 × FV𝑗

, (6)

where NA𝑦 is the set of neighbor agents of agent 𝑦 and 𝑀𝑖
is the number of neighbor agents of agent 𝑖 (which are the
neighbor agents of agent 𝑦). For the last one, the betweenness
centrality of agent 𝑦, BET𝑦, measures the number of the
shortest paths between a pair of agents and is defined as
follows:

BET𝑦 =
𝑁∑
𝑖=1,𝑖 ̸=𝑦

𝑏𝑖,𝑗 (𝑦)
𝑏𝑖,𝑗 , (7)

where 𝑏𝑖,𝑗 is the number of the shortest paths between agent
𝑖 and agent 𝑗 and 𝑏𝑖,𝑗(𝑦) is the number of the shortest paths
between agent 𝑖 and agent 𝑗 containing agent 𝑦. All measures
are discounted by tuning parameters and summed up to give
an overall importance value of agent 𝑦:

IMP𝑦 = 𝛽DEG × DEG𝑦 + 𝛽DON × DON𝑦 + 𝛽BET
× BET𝑦,

(8)

where 𝛽DEG, 𝛽DON, and 𝛽BET are tuning parameters with
conditions𝛽DEG > 𝛽DON > 𝛽BET and 𝛽DEG+𝛽DON+𝛽BET = 1.
The tuning parameters can be set according to the preference
of the system designer.

3.4. Signals of Remorse from Agent 𝑦. Expressions of remorse
and sincerity are considered the key components of successful
trust restoration mechanisms [14, 45]. Through these expres-
sions, negative relationships can be resolved without having
to involve third parties (e.g., police or courts). Otherwise,
it only communicates with the victims in their beliefs that
the transgressionwas intentional and similar behaviorsmight
happen again in the future. Thus, retaliation is more likely
to be triggered [10, 12]. The most typical form of affective
trust recovery is an apology. The transgressor’s expression
of a truthful apology can enhance the victim’s perceptions
of interactional justice and improve postrecovery satisfaction
[46]. Moreover, the effectiveness of trust recovery is con-
cerned about the time of expressing apology as it shows a
sense of taking responsibility from the transgressor. In other
words, a transgressor who apologizes immediately after the
offence takes place is more likely to be forgiven than that who
apologizes later. To compute this metric, we apply the same
mathematical formula on an apology factor in our previous
work [22]. That is, we first define recency factor [47]:

Γ (𝑎𝑦) = 𝑒Δ𝑡(𝑎𝑦)/𝜆, (9)

where Γ(𝑎𝑦) is the recency factor of apology 𝑎 from agent 𝑦.
Δ𝑡(𝑎𝑦) is the time interval difference between the time when
the transgression takes place (𝑡𝑦0 ) and the time when agent
𝑦 apologizes (𝑡𝑦𝑎 ). More time differences mean significantly

fewer positive judgements.The parameter𝜆 ∈ [0, 1] is a decay
rate of the apology offer. The small 𝜆 indicates inclination
relying more on the early time of expressing apology. Con-
versely, increasing 𝜆 indicates more acceptability on the late
apology. The apology value is then formalized as follows:

APO𝑦 = 𝑎𝑥𝑦 × Γ (𝑎𝑥𝑦) , (10)

where Γ(𝑎𝑥𝑦) is the recency factors of apology offered to agent𝑥 by agent 𝑦. 𝑎𝑥𝑦 is the honesty of the apology offered by agent𝑦 and lies in the interval [0, 1], with 0 indicating a completely
untruthful apology and 1 indicating that agent 𝑥 undoubtedly
accepts a signal of remorse from agent 𝑦.
3.5. Past Contributions of Agent 𝑦. The outcomes of past
contributions are typical information that human agents use
to predict the likelihood of a participant’s future interactions.
In the study of modern criminal justice [10], reparative
strategies are preferred over punitive ones for the vandal
who has no criminal record in the past compared to the one
with a history of vandalism. Theoretically, past information
serves as a reliable cue to support decisions through the
concept of reputation on whether to trust or engage in future
transactions with other agents particularly in multiagent
systems and in online community settings [47–50]. In our
context of trust restoration, reputation reflects a history of
past contributions as the combination of direct experience
of particular agents (e.g., reputation of agent 𝑦 as a result of
direct interactionswith agent𝑥) and information provided by
others (e.g., reputation of agent 𝑦 as a result of interactions
with other agents) [49, 51–53]. In other words, agent 𝑦 with
a high reputation score before the transgression can foster
benevolence, which is a key component of trust rebuilding,
while a low reputation score of agent 𝑦 decreases the like-
lihood of positive motivations which result in the negative
inclination to restore trust.

To formalize this metric of past contributions based on
reputation, we first define how each agent’s rating can be
collected and updated. Agents rate their counterparts based
on the outcome of each transaction within the range of [−1,
1], where −1 represents a fully defective transaction and 1
represents a totally successful transaction. Ratings then are
aggregated and discounted by a time weighting factor [47]
to converge direct reputation to a very small value as time
passes:

𝑅𝑥,𝑦 =
∑𝑡𝑥,𝑦𝑖=0 𝑟𝑖𝑥,𝑦 × Γ (𝑟𝑖𝑥,𝑦)

∑𝑡𝑥,𝑦𝑖=0 Γ (𝑟𝑖𝑥,𝑦)
, (11)

where 𝑡𝑥,𝑦 is the number of ratings based on agent 𝑦’s direct
interaction with agent 𝑥. Γ(𝑟𝑖𝑥,𝑦) is the recency factor of agent𝑦’s rating by agent 𝑥 of transaction 𝑖, giving the recent rating
more importance than the older one.

Information provided by other agents who have inter-
acted with agent 𝑦 is used to model indirect reputation score
of agent 𝑦. However, the problem of indirect information is
that it may not be as accurate or reliable as direct information
due to its uncertainty. To overcome this problem, we take
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into account the formidability value, FV, which represents
the role of agent to serve as the credibility of each rating.
This means agents with more important roles provide more
credible ratings than those whose roles are less important.
Therefore, the indirect reputation of agent 𝑦 can be defined
as follows:

𝑅AY,𝑦 = ∑𝑗∈AY 𝑟𝑗,𝑦 × FV𝑗 × Γ (𝑟𝑗,𝑦)
∑𝑗∈AY FV𝑗 × Γ (𝑟𝑗,𝑦)

, (12)

where AY = {𝑗 ∈ Ω | 𝑟𝑗,𝑦 ̸= 0} is the set of agents who
have provided ratings for agent 𝑦 and FV𝑗 is the formidability
value of agent 𝑗. The outcome of past interactions based on
the integration of both direct reputation of agent 𝑦 before the
transgression and indirect reputations from other agents who
have established interactions with agent 𝑦 is then computed
as follows:

PC𝑦 = Φ × 𝑅𝑡−1𝑥,𝑦 + (1 − Φ) × 𝑅AY,𝑦, (13)

where 𝑅𝑡−1𝑥,𝑦 is the direct reputation provided by agent 𝑥 for
agent 𝑦without including the rating of current transgression.
Φ is the reliability factor of agent 𝑦’s direct reputation and
lies in the range [0, 1]. More specifically,Φ is calculated based
on the minimum number of interactions that agent 𝑥 should
carry out with agent 𝑦 in order to provide confidence about
direct reputation it has for agent 𝑦. Initially, Φ = 0 since
there is no direct interaction between agent 𝑥 and agent 𝑦
(i.e., 𝑡𝑥,𝑦 = 0). But when 𝑡𝑥,𝑦 > 0,Φ also increases according
to the expression

Φ = {{{{{

𝑡𝑥,𝑦
𝑡min
𝑥,𝑦

if 𝑡𝑥,𝑦 < 𝑡min
𝑥,𝑦

1 otherwise,
(14)

where 𝑡min
𝑥,𝑦 is the minimum number of direct interactions

between agent 𝑥 and agent 𝑦 required to achieve a predeter-
mined acceptable error rate 𝜀 and confidence level 𝜗 and is
calculated using the Chernoff BoundTheorem [51] as follows:

𝑡min
𝑥,𝑦 = − 1

2𝜀2 ln
1 − 𝜗
2 . (15)

What we can observe from (13) and (14) is that the
result of the past contributions of agent 𝑦 only derives from
direct reputation if the number of direct interactions between
agent 𝑥 and agent 𝑦 is sufficiently large enough to increase
the confidence level within the predefined error bound;
otherwise, the result is a mixture of both direct and indirect
reputations.

3.6. Integration of Multiple Metrics. In previous subsections,
we provided a discussion of different metrics along with their
computational aspects that agent 𝑥 can use to evaluate and
make decisions that affect the welfare of both agent 𝑥 and
agent 𝑦, that is, whether agent 𝑥 should restore agent 𝑦’s
trust who violates the current transaction. The integration
process can be simply based on the strategy of weightedmean
aggregation among all five metrics to provide the final result,

that is, WTR𝑥. However, this also can raise an important
question of how much weight value should be placed on
each single metric, as one metric may potentially enhance,
moderate, or attenuate the effect of other metrics on the final
output.

For instance, consider an interaction between agent 𝑥
who, in the community, is an ambassador and agent 𝑦 who is
a loner. Agent 𝑥 has no cue of being related to agent 𝑦. Agent
𝑦 has productive historical experience interacting with agent
𝑥, and when defecting, agent 𝑦 always signals an expression
of apology. Should agent 𝑥 forgive and restore agent 𝑦’s trust?
According to theories of kinship, agent 𝑥 should not, as the
index of relatedness is relatively low. According to theories
of reciprocity, agent 𝑥 should reinstate agent 𝑦’s trust as
agent 𝑦 has a tendency to cooperate with agent 𝑥 in future
interactions. According to theories of conflict, agent 𝑥 should
not since, being in a higher position, agent𝑥 ismore attractive
to be interacted with by other agents.

Based on the above example, we categorize metrics into
three different groups in accordance with three theories, that
is, kinship, reciprocity, and conflict.Thefirst category, kinship
(𝜂kin), consists of one metric: kinship metric (SIM𝑥,𝑦). The
reciprocity category (𝜂rec) comprises three metrics: irreplace-
ability, signals of remorse, and past contributions. All metrics
in this category are aggregated and normalized into the range
[0, 1] as follows: 𝜂rec = (IMP𝑦 + APO𝑦 + PC𝑦)/(IMPmax +
APOmax+PCmax), where IMPmax,APOmax, and PCmax are the
maximum value of irreplaceability, signals of remorse, and
past contributions metric, respectively. The conflict category
(𝜂con) also consists of one metric, that is, formidability
metric (FV𝑦). Each category has a predefined threshold for
determining its corresponding weight. The welfare tradeoff
ratio of agent 𝑥 is, then, computed as follows:

WTR𝑥 = 𝜔kin × 𝜂kin + 𝜔rec × 𝜂rec + 𝜔con × 𝜂con, (16)

where WTR𝑥 ∈ [−1, 1] and 𝜔kin, 𝜔rec, 𝜔con ∈ [0, 1] are
the weight of kinship, reciprocity, and conflict category,
respectively. These three weights sum up to 1. The rationale
behind using weights is the ability to control the final
WTR value either specifically based on the nature of the
relationships among community members or dynamically
based on the calculatedWTRmetrics. In this study, the value
of each weight is assigned differently depending on the value
𝜂 of that category. This means the category in which the
value of 𝜂 is higher than its predefined threshold will be
given a greater weight than that in which it is less than its
predefined threshold. For example, if 𝜂kin and 𝜂rec exceed
their predefined kinship and reciprocity thresholds but 𝜂con
does not, then we assign 𝜔kin = 𝜔rec > 𝜔con. In case 𝜂kin, 𝜂rec,
and 𝜂con are less than their predefined threshold, we then
assign WTR𝑥 the minimum value, that is, −1.
4. Experiments and Results

In this study, we investigate the effectiveness of our pro-
posed framework in distributed settings through a number
of network analysis experiments. Network analysis is typ-
ically to measure and to extract useful information about
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Require:𝑁, the number of nodes (agents)
modules, the number of modules
link-density, the probability of attachment
link-modules, the proportion of links within modules
𝑅, the number of rounds

(1) Initialized ()
(2) GenRandomNetwork (𝑁, modules, link-density, link-module)
(3) for 𝑖 = 1 to 𝑅 do
(4) for 𝑗 = 1 to𝑁 do
(5) if neighbor (𝑗) is empty then
(6) /∗ randomly choose any agent to interact with except agent 𝑗 ∗/
(7) new-nei = random (𝑁 − 1);
(8) AddLink (𝑗, new-nei);
(9) PerformTransaction (𝑗, new-nei);
(10) else
(11) // neighbor agents exist
(12) /∗ randomly choose any of its neighbor agents to interact with ∗/
(13) nei = random (neighbor (𝑗));
(14) PerformTransaction (𝑗, nei);
(15) end if
(16) end for
(17) end for

Algorithm 1: Network analysis experiments.

Require: WTRth, WTR threshold
(1) if defection is true then
(2) //transaction is unsuccessful
(3) UpdateRating (𝑏); //decrease rating
(4) // calculate WTR value of agent 𝑏
(5) WTR𝑏 = CalWTRMetrics (𝑎, 𝑏);
(6) if WTR𝑏 < WTRth then
(7) RemoveLink (𝑎, 𝑏);
(8) end if
(9) else
(10) UpdateRating (𝑏); //increase rating
(11) end if

Algorithm 2: PerformTransaction (agent 𝑎, agent 𝑏) function.

relationships among people, groups, communities, or other
entities [54]. From a research perspective, network analysis
provides a new means to understand the world. Our main
purpose of using network analysis is to focus not only on
the attributes of individuals, but also on social relationships
which can be violated and restored between individuals.
The basic components of the network being analyzed in the
study are nodes (or agents) and links. Nodes are abstractions
for individuals, organizations, or communities [55], whereas
links can represent various types of relationships based on
contexts [56].

Sociological information which is a type of information
source relates to the social relationship among agents, and
their role in the community is first generated and then
evaluated by utilizing Matlab Network Analysis toolbox
published by MIT’s Strategic Engineering Research Group

[57]. The conduction of our experiments is carried out in
steps as shown in Algorithms 1 and 2.

Initially, a weighted undirected random network of 40
nodes (or agents) is generated and divided into 4 different
modules. However, even the choice of this number of nodes
and modules is too far away from the number of nodes
and modules of real network datasets; still, it is reasonably
sufficient to capture the identification of social interactions
in the presence of different levels of uncertainty. An agent
begins the transaction process by choosing any of its neighbor
agents, if they are available, to interact with. In case neighbor
agents of a particular agent are inexistent, the agent randomly
chooses any agent in the network to be its interacting partner.
Transactions are performed repeatedly for 200 rounds or
time periods in which some transactions in each time period
will be unsuccessful due to the predefined probabilities of
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Table 1: Summary of experimental parameters.

Number of nodes (or agents) 40
Number of modules 4
Number of rounds 200
Rating value of each transaction [−1, 1]
Initial rating value of each agent 0.01
Kinship threshold 0.4
Reciprocity threshold 0.2
Conflict threshold 0.4
WTR value [−1, 1]
WTR threshold 0
Probability of defection 0.1, 0.2, 0.25
Degree weight factor (𝛽DEG) 0.5
Degree of neighbor agents weight factor (𝛽DON) 0.3
Betweenness weight factor (𝛽BET) 0.2
Reliability of an agent’s direct reputation (Φ) 0.8
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Figure 3: Average degree across all agents.

defection. Specifically, we set the probabilities of defection to
be 0.1, 0.2, and 0.25, respectively, and then demonstrate the
comparisons of results with the following two scenarios:

(i) The scenario inwhich trust violation can be recovered
if a transgressor’s WTR exceeds the predefined WTR
threshold (which is 0). The computed WTR lies in a
range between −1 and 1.

(ii) The scenario in which there is no trust restoration
mechanism applied when a transgressor’s violation of
trust toward others in the network occurs.

We use a trust rating value as a weight reflecting the result
of transaction carried out between two connected agents.
At the outset, all agents are bootstrapped with an initial
rating value of 0.01. After a transaction is complete, an agent

provides feedback in the form of rating which is in the
range of [−1, 1] to its interacting partner. We summarize all
parameter settings used in the experiments in Table 1.

Four standard network statisticalmethods are analyzed in
our experiments, that is, average degree, degree distribution,
average weighted clustering coefficient, and dot matrix plot
order by degree. The average degree of all agents in an
undirected network is defined as (1/|𝑁|)∑𝑖∈𝑁 𝑘𝑖 = 2𝐾/|𝑁|,
where |𝑁| is the total number of agents in the network, 𝑘𝑖
is the degree of agent i, and K is the total degree of all
agents. As shown in Figure 3, the utilization of the proposed
trust restoration framework results in a higher average degree
across all agents, especially when the probability of defection
is 0.1 (blue line). However, in more noisy networks where
probabilities of defection are 0.2 (orange line) and 0.25
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Figure 4: Degree distribution of agents in the network (a) without implementing trust restoration framework and (b) implementing the
proposed trust restoration framework.

(green line), agents still have the capability to maintain good
relations with their neighbors for a longer period of time than
the network without any mechanism to restore trust when it
is damaged.

Similar to the average degree, in the next experiment,
we determine the fraction of agents in the network for each

degree as agents’ degree distribution.The distribution of each
degree can simply be calculated as 𝑛𝑘/𝐾, where 𝑛𝑘 is the
number of agents having degree k. Figure 4 compares degree
distribution between the network without trust restoration
framework (a) and the network implementing our proposed
trust restoration framework (b). As we can see, the degrees
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Figure 5: Average weighted clustering coefficient.

of agents before the violation of trust are distributed in
the range of [3, 17] with degrees of 6 and 8 having the
highest frequency. When the network in Figure 4(a) has
defective transactions as a consequence of the probabilities of
defection, the degree distribution significantly declines into
the range of [1, 4] for every probability of defection as it has
no trust recovery mechanism. In the network in Figure 4(b),
the frequency of degree after trust violation lies in the range of
[1, 12] and [1, 11] when the probabilities of defection are 0.1
and 0.2, respectively. This can be interpreted as follows: the
proposed trust restoration framework is able to recover some
transgressors who play as key actors or provide products or
services which are indispensable in the community.

To investigate the robustness of cooperation among
agents in the network, the average weighted clustering coeffi-
cient can be used to achieve this purpose [58]. For a given
agent in an unweighted network, the clustering coefficient
is defined as the number of its neighbor agents that are
connected over the total number of potential connections
between them [58, 59]. Since we adopt a transaction rating
to represent a connection weight of interacting agents in our
weighted network, the value of average weighted clustering
coefficient can be used to indicate the quality of transactions
and also the strength of the network. Following [60], the
formulation of the average weighted clustering coefficient is
defined as∑𝑁𝑖=1((1/(𝑠𝑖(𝑘𝑖−1)))∑𝑗,ℎ((𝑤𝑖𝑗+𝑤𝑖ℎ)/2)𝑎𝑖𝑗𝑎𝑖ℎ𝑎𝑗ℎ)/𝑁,
where𝑁 is the number of agents, 𝑠𝑖 is the strength of agent 𝑖
by summing up all weights of agent 𝑖’s connections, 𝑎 is 1 if
the interacting agents are connected and 0 otherwise, and 𝑤
is an actual weight of a given connection.

The comparison of the average weighted clustering coef-
ficients of the networks with different settings is presented in
Figure 5. Except for the case of the network deploying WTR
as a trust restoration framework with defective transaction

probability of 0.1 (blue line), the average weighted clustering
coefficients of all other networks gradually drop to 0 (the
cause of negative average weighted clustering coefficients is
that the rating of each transaction is set between −1 and 1 (see
Table 1)) since most agents become independent as a result
of either the increasing number of poor quality transactions
or no mechanism to restore broken trust. In particular, we
can observe that forgiving networks with trust restoration
framework (orange and green lines) effectively resist against
the adverse behaviors better than the networks implementing
aggressive strategies (no trust restoration framework).

There is another useful way to visualize the arrangement
of agents’ degree, that is, to draw a column/row sorted square
dot matrix pattern. Dot matrix plots in Figures 6, 7, and
8 display the points by taking into account the sparsity
patterns of given adjacency matrices representation of the
networks with different probability of defections and the
implementation of our proposed trust restoration framework.
Moreover, we also measure the number of nonzero values
(𝑛𝑧) in which it can be used to describe the strength of
the network in terms of the total weight of each agent’s
connections at time period 0 (before violation of trust), 20,
50, 80, 100, 120, 150, and 200, respectively. According to
[60], the number of nonzero values (𝑛𝑧) can be computed as
∑𝑁𝑖=1(∑𝑁𝑗=1(𝑎𝑖𝑗𝑤𝑖𝑗)).

An explicit distinction between the networks with and
without reparative strategy based onWTR can be seen when
the probability of defection is equal to 0.1 as depicted in
Figure 6. Without trust restoration framework (Figure 6(a)),
particularly, defective transactions make the strength of the
network or the number of nonzeroweight agents significantly
drop starting from time period 50 onwards, compared to
that in the network where the proposed trust restoration
framework is employed (Figure 6(b)). This result is also
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Figure 6: Dot matrix plot order by degree of agents in the network (a) without implementing the trust restoration framework and (b)
implementing the proposed trust restoration framework; probability of defection = 0.1.

analogous to the cases when the probabilities of defections
are 0.2 and 0.25 as shown in Figures 7 and 8. In particular,
the higher defective probabilities lead to the decline of the
network strength even more quickly as we can observe from
time period 20 onwards in Figures 7(a) and 8(a). Moreover,
even the implementation of the proposed framework can
maintain the network strength as reparative strategies are
used to respond to adverse transactions rather than punitive
strategies. Over time, punitive strategies tend to apply as
the transgressors’ WTR decreases, prompting more agents to

disconnect with their neighbors, and the network becomes
less robust as illustrated in Figures 7(b) and 8(b).

5. Conclusion and Future Work

In this paper, a computational model of trust restoration
inspired by a psychological regulatory variable, welfare trade-
off ratio or WTR, is constructed for agents in distributed
multiagent systems. Based on the theories of kinship, reci-
procity, and conflict, five different metrics are proposed, that
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Figure 7: Dot matrix plot order by degree of agents in the network (a) without implementing the trust restoration framework and (b)
implementing the proposed trust restoration framework; probability of defection = 0.2.

is, kinship, formidability, irreplaceability, signals of remorse,
and past contributions.The integration of allmetrics provides
the victim’sWTRwhich can be used to help decision-making
about what type of counterviolation strategy should be imple-
mented to recalibrate the WTR of the transgressor. Further-
more, in order to validate the applicability of the proposed
framework in distributed environment settings, a number of
experiments based on social network interactions are ana-
lyzed. The experimental results demonstrate that the imple-
mentation of the trust restoration framework can effectively

respond to different levels of trust violation. However, we
recognize that it is worth considering the evaluation of
the proposed framework in more dynamic and practical
environments. Therefore, we leave this issue as a priority in
our future work.
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Figure 8: Dot matrix plot order by degree of agents in the network (a) without implementing the trust restoration framework and (b)
implementing the proposed trust restoration framework; probability of defection = 0.25.

Acknowledgments

This paper is supported by the National Natural Science
Foundation ofChina (NSFC) underGrants nos. 61572095 and
61272173.

References

[1] A. W. Delton, A Psychological Calculus for Welfare Tradeoffs,
University of California Santa Barbara, 2010.

[2] A. Sell, J. Tooby, and L. Cosmides, “Formidability and the
logic of human anger,” Proceedings of the National Academy of
Sciences of the United States of America, vol. 106, no. 35, pp.
15073–15078, 2009.

[3] J. Tooby and L. Cosmides, “The Evolutionary Psychology of
the Emotions and Their Relationship to Internal Regulatory
Variables,” in Handbook of Emotions, M. Lewis, J. M. Haviland-
Jones, and L. F. Barrett, Eds., Guilford Press, NY, USA, 2008.

[4] M. B. Petersen, A. Sell, J. Tooby, and L. Cosmides, “Evolutionary
Psychology and Criminal Justice: A Recalibrational Theory of



14 Scientific Programming

Punishment and Reconciliation,”HumanMorality and Sociality
Evolutionary and comparative perspectives, no. 2, pp. 72–131,
2010.

[5] W. D. Hamilton, “The genetical evolution of social behaviour,”
Journal of Theoretical Biology, vol. 7, no. 1, pp. 17–52, 1964.

[6] R. Axelrod andW.D.Hamilton, “The evolution of cooperation,”
Science, vol. 211, no. 4489, pp. 1390–1396, 1981.

[7] R. L. Trivers, “The evolution of reciprocal altruism,” The
Quarterly Review of Biology, vol. 46, no. 1, pp. 35–57, 1971.

[8] P. Hammerstein and G. A. Parker, “The asymmetric war of
attrition,” Journal of Theoretical Biology, vol. 96, no. 4, pp. 647–
682, 1982.

[9] A. W. Delton and T. E. Robertson, “How the mind makes wel-
fare tradeoffs: Evolution, computation, and emotion,” Current
Opinion in Psychology, vol. 7, pp. 12–16, 2016.

[10] M. B. Petersen, A. Sell, J. Tooby, and L. Cosmides, “To punish
or repair? Evolutionary psychology and lay intuitions about
modern criminal justice,” Evolution and Human Behavior, vol.
33, no. 6, pp. 682–695, 2012.

[11] J. Lim, Welfare Tradeoff Ratios and Emotions: Psychological
Foundations of Human Reciprocity, University of California
Santa Barbara, 2012.

[12] M. E. McCullough, R. Kurzban, and B. A. Tabak, “Cognitive
systems for revenge and forgiveness,” Behavioral and Brain
Sciences, vol. 36, no. 1, pp. 1–15, 2013.

[13] K. Nakayachi and M. Watabe, “Restoring trustworthiness after
adverse events:The signaling effects of voluntary “Hostage Post-
ing” on trust,” Organizational Behavior and Human Decision
Processes, vol. 97, no. 1, pp. 1–17, 2005.

[14] E. C. Tomlinson, B. R. Dineen, and R. J. Lewicki, “The road to
reconciliation: Antecedents of victim willingness to reconcile
following a broken promise,” Journal of Management, vol. 30,
no. 2, pp. 165–187, 2004.

[15] E. C. Tomlinson and R. C.Mayer, “The role of causal attribution
dimensions in trust repair,” Academy of Management Review
(AMR), vol. 34, no. 1, pp. 85–104, 2009.

[16] J. Scripps, P.-N. Tan, and A.-H. Esfahanian, “Exploration of
link structure and community-based node roles in network
analysis,” inProceedings of the 7th IEEE International Conference
on Data Mining, ICDM 2007, pp. 649–654, USA, October 2007.

[17] E. Watanabe and Y. Ohtsubo, “Costly apology and self-
punishment after an unintentional transgression,” Journal of
Evolutionary Psychology, vol. 10, no. 3, pp. 87–105, 2012.

[18] S. Utz, U. Matzat, and C. Snijders, “On-line reputation systems:
The effects of feedback comments and reactions on building
and rebuilding trust in on-line auctions,” International Journal
of Electronic Commerce, vol. 13, no. 3, pp. 95–118, 2009.

[19] G. Bansal and F. M. Zahedi, “Trust violation and repair: The
information privacy perspective,”Decision Support Systems, vol.
71, pp. 62–77, 2015.

[20] Y. Xie and S. Peng, “How to repair customer trust after negative
publicity: The roles of competence, integrity, benevolence, and
forgiveness,” Psychology &Marketing, vol. 26, no. 7, pp. 572–589,
2009.

[21] S. Marsh and P. Briggs, “Examining Trust, Forgiveness and
Regret as Computational Concepts,” in Computing with Social
Trust, Human–Computer Interaction Series, pp. 9–43, Springer,
London, 2009.

[22] R. Binmad and M. Li, “Computational Models Based on For-
giveness Mechanism for Untrustworthy Agents,” in Proceedings
of the 19th Asia Pacific Symposium, IES, K. Lavangnananda, S.

Phon-Amnuaisuk, W. Engchuan, and J. H. Chan, Eds., vol. 5,
pp. 29–42, Springer International Publishing, 2016.

[23] R. Binmad and M. Li, “Improving the efficiency of an online
marketplace by incorporating forgiveness mechanism,” ACM
Transactions on Internet Technology (TOIT), vol. 17, no. 1, article
no. 9, pp. 1–20, 2017.

[24] R. Burete, A. Badica, C. Badica, and F. Moraru, “Enhanced
Reputation Model with Forgiveness for E-Business Agents,”
International Journal of Agent Technologies and Systems, vol. 3,
no. 1, pp. 11–26, 2011.

[25] J. L. Burnette, M. E. McCullough, D. R. van Tongeren, and D.
E. Davis, “Forgiveness Results From Integrating Information
About Relationship Value and Exploitation Risk,” Personality
and Social Psychology Bulletin, vol. 38, no. 3, pp. 345–356, 2012.

[26] M. Laifa, S. Akrouf, and R.Maamri, “An overview of forgiveness
in the digital environment,” in Proceedings of the International
Conference on Intelligent Information Processing, Security and
Advanced Communication, IPAC, November 2015.

[27] A.Vasalou,A.Hopfensitz, and J.V. Pitt, “In praise of forgiveness:
Ways for repairing trust breakdowns in one-off online interac-
tions,” International Journal of Human-Computer Studies, vol.
66, no. 6, pp. 466–480, 2008.

[28] J. Choi and D. L. Nazareth, “Repairing trust in an e-commerce
and security context: An agent-based modeling approach,”
Information Management & Computer Security, vol. 22, no. 5,
pp. 490–512, 2014.

[29] M. E. Schweitzer, J. C. Hershey, and E. T. Bradlow, “Promises
and lies: Restoring violated trust,” Organizational Behavior and
Human Decision Processes, vol. 101, no. 1, pp. 1–19, 2006.

[30] Y.-H. Chen, J.-J. Wu, and H.-T. Chang, “Examining the medi-
ating effect of positive moods on trust repair in e-commerce,”
Internet Research, vol. 23, no. 3, pp. 355–371, 2013.

[31] O. Matarazzo, I. Baldassarre, G. Nigro, M. Cosenza, and L.
Abbamonte, “Helpful Contextual Information Before or After
Negative Events: Effects on Appraisal and Emotional Reaction,”
Cognitive Computation, vol. 6, no. 4, pp. 640–651, 2014.

[32] R. J. Boyle and R. R. Panko, Corporate Computer Security,
Prentice Hall Press, 2014.

[33] P. H. Kim, K. T. Dirks, and C. D. Cooper, “The repair of trust:
A dynamic bilateral perspective and multilevel conceptualiza-
tion,” Academy of Management Review (AMR), vol. 34, no. 3,
pp. 401–422, 2009.

[34] D. Lieberman, J. Tooby, and L. Cosmides, “The architecture of
human kin detection,” Nature, vol. 445, no. 7129, pp. 727–731,
2007.

[35] Y. Wang and J. Vassileva, “Toward Trust and Reputation Based
Web Service Selection: A Survey,” International Transactions on
Systems Science and Applications, vol. 3, no. 2, pp. 118–132, 2007.

[36] G. Guo, J. Zhang, and D. Thalmann, “A Simple But Effective
Method to Incorporate Trusted Neighbors in Recommender
Systems,” in Proceedings of the 20th International Conference on
User Modeling, Adaptation and Personalization (UMAP), vol.
2012, 2012.
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