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Irrelevant and redundant features increase the computation and storage requirements, and the extraction of required information
becomes challenging. Feature selection enables us to extract the useful information from the given data. Streaming feature
selection is an emerging field for the processing of high-dimensional data, where the total number of attributes may be infinite or
unknown while the number of data instances is fixed. We propose a hybrid feature selection approach for streaming features using
ant colony optimization with symmetric uncertainty (ACO-SU). The proposed approach tests the usefulness of the incoming
features and removes the redundant features. The algorithm updates the obtained feature set when a new feature arrives. We
evaluate our approach on fourteen datasets from the UCI repository. The results show that our approach achieves better accuracy

with a minimal number of features compared with the existing methods.

1. Introduction

The space-time complexity in processing and evaluation of
data increases with the increase in dimensions, referred as
the curse of dimensionality [1-4]. Because of the curse of
dimensionality, different similarity measures and learning
algorithms may not maintain their level of accuracy and
performance [5, 6]. Learning algorithms tend to overfit
because of the large set of features and a small number of
datapoints. Dimensionality reduction techniques such as
feature selection and feature extraction need to be applied to
deal with this problem [7]. Given a set of all features in
advance, traditional feature selection methods tend to pick a
subset of relevant features by eliminating redundant and
irrelevant information [4, 8]. Wrapper feature selection
methods use learning-based classifiers to select a subset of

features from the available feature space. Wrapper methods,
although select good features, may not be feasible in the case
of streaming features because every time a new feature
arrives, we need to retrain the classifier to measure the
performance of the model. On the other hand, filter-based
feature selection methods that measure the performance of
each feature independently are computationally less ex-
pensive; however, it is possible that the individually weak
features may perform better when combined [8-10].
Therefore, filter-based methods also may not provide a
complete model for streaming features.

In various real-world applications, data are generated
continuously and grow at an exponential rate over time [11].
For example, in the case of bioinformatics, it may be ex-
pensive to conduct wet lab experiments to acquire a com-
plete feature set, and features may be infeasible to store.
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Other examples may include tweets classification in the
social media [12] and image classification in video sur-
veillance [8, 13]. The availability of a complete feature set in
such applications, before the selection starts, may not be
possible. We need to consider the available data in a different
perspective, i.e., streaming data and streaming features,
where data are generated sequentially. Selection of relevant
features from such data is called streaming feature selection
(SES). SES is an emerging field, which also provides benefits
to traditional feature selection methods. Since it works in an
online manner, it performs feature selection without storing
the huge data. By selection of relevant features from the set
of features seen so far, time to evaluate each incoming
feature can be reduced. The SFS model is incremental in
nature and learns with the changes in the environment. The
model includes the relevant and discards the irrelevant
features. It also checks for any feature that may become
redundant with time.

We propose a hybrid SES approach that combines the
wrapper and the filter methods. We exploit the wrapper
method, ant colony optimization (ACO), for the feature
selection. For the early termination of the selection method,
we find the association among features by exploiting the
filter method, symmetric uncertainty (SU), which is a
modification of information gain [14]. The proposed ap-
proach is incremental in nature, where a complete retraining
is not required if a new feature arrives. Thus, the compu-
tational time compared to a pure wrapper method can be
reduced. Unlike the existing forward only search-based
wrapper approaches that consider the incoming features
only once, the proposed approach provides a forward-
backward search to select the most appropriate feature set.
Thus, we are also able to identify and remove redundant
features from the already selected feature set. ACO-SU is
compared with two existing streaming feature selection
approaches OSFS [15] and alpha-investing [16], in the
classification task using three classification methods: J48
[17], JRip [18], and decision table [19]. The evaluation of the
proposed approach on fourteen datasets from the UCI re-
pository [20] through comprehensive evaluation metrics
shows improved performance in correct classification of
data compared with the existing feature selection
approaches.

The rest of the paper is organized as follows. Section 2
discusses the related work on feature selection and classi-
fication approaches. In Section 3, we discuss the proposed
ACO-SU approach. In Section 4, the proposed approach is
validated and compared with existing feature selection and
classification approaches using 11 datasets. Finally, Section 5
draws conclusions.

2. Related Work

The exponential growth of information has increased the
importance of data analytic techniques in data mining and
machine learning. To study large databases and to extract
useful information, it is necessary to acquire a useful subset
of features from the entire search space.
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An alpha-investing approach is proposed to reduce the
false discovery rate and to avoid the overfitting in streaming
features [16]. The approach describes the problem caused by
pairwise interactions of the candidate features. For the re-
moval of irrelevant features, an adaptive alpha-investing is
introduced using linear and logistic regression. The ap-
proach is based on the forward search that only adds those
features that seem to be useful. Since every feature is con-
sidered only once, it does not account for removing any
previously added feature that may not be useful as the time
passes [16]. The results show that the order of incoming
features is important. The performance is better when all the
useful features are presented first in the stream. A stepwise
gradient descent approach of grafting is proposed, where
loss function is logistic regression binomial negative like-
lihood, used for the binary class classification problem [21].
The loss function penalizes the irrelevant features, while it
has no effect on the redundant and weakly relevant features.
The loss function is convex, thus guarantees to find the
global optimum. Each time a feature is added, it also per-
forms a gradient test on all the previously added features and
reoptimizes the whole model. The grafting technique is
compared with a traditional stepwise gradient approach,
where grafting proves to be fast; however, error rate remains
similar as the numbers of features are increased. In com-
parison with alpha-investing, stepwise regression shows
better results. However, the limitation of this approach is the
significant increase in optimization time, as the number of
features increases. Both the alpha-investing [16] and grafting
[21] account for the relevant features only while the re-
dundant features are ignored; however, removal of redun-
dant features is crucial in the case of streaming features. An
extensive study of swarm intelligence-based feature selection
algorithms has been presented in [4] which shows that
swarm intelligence-based approaches can provide a near
optimal solution to the NP-hard computational problems. A
fast-OSFS algorithm is proposed that categorizes incoming
features into four categories: strongly relevant, weakly rel-
evant, irrelevant, and redundant features [15, 19]. The OSFS
algorithm has two main phases. First, it selects the relevant
teatures, which may be strong or weak, and second, it
removes the redundant features from the selected subset. In
comparison with grafting and alpha-investing, OSFS shows
better prediction accuracy and compactness.

Significant features for the text classification are selected
using the firefly algorithm, while SVM is applied for clas-
sification [22]. Firefly performed better than the existing
techniques of genetic algorithm (GA) and particular swarm
optimization. A hybrid approach combining GA and local
search using correlation-based filter ranking is discussed in
[23], where the local filter method refines the population by
selecting relevant features using symmetric uncertainty. A
binary binomial cuckoo search-based feature selection is
presented in [24] to avoid the premature convergence and
maintain the diversity in population. Moreover, the stability
issue of the meta-heuristic method is addressed by using a
data transformation method based on principal component
analysis and independent component analysis. A financial
crisis prediction approach is discussed in [25], where grey



Scientific Programming

wolf optimization is integrated with the tumbling effect to
select optimal features, and then the fuzzy neural classifier is
used for prediction. A variant of ant colony optimization is
introduced in [26], which instead of following the entire
graph, traverses only a directed path to reduce the com-
putation time and memory requirement while achieving
better performance. An ant colony optimization-based ap-
proach is discussed in [27] to correctly classify e-mail
messages from the data stream. In [28], improvements have
been suggested in a feature selection approach clustering-
based ant colony optimization [29], where features are first
divided into clusters in the entire search space and then ACO
is used for the subset of optimal features. In the modified
approach, initialization of pheromones is based on mea-
suring the relevance of each feature to the target class.
Moreover, the evaluation function is updated using multiple
discriminant analysis to assign low probability to the ir-
relevant and redundant features. A hybrid approach com-
bining the wrapper and filter methods is discussed in [30],
where first instance-based learning is used to find a can-
didate feature set (CFS), and then the wrapper method is
applied for further evaluation of CFS and guidance of in-
tegration process.

Feature selection in an unsupervised environment is
more challenging since much time is required in extracting
the label information. An unsupervised filter-based feature
selection method is discussed in [31], where the search space
is represented as a graph and then features are ranked in
relevance to the target class using the ant colony optimi-
zation algorithm. Another filter-based unsupervised feature
selection approach using ant colony optimization is pre-
sented in [32] to find the optimal feature subset iteratively
instead of using the learning algorithm. The feature rele-
vance is computed by measuring the similarity between the
features, thus leading to minimized redundancy. A
streaming feature selection approach for the social media
performs unsupervised feature selection [33, 34]. The ap-
proach exploits the link information to determine which
features are closely related. Users of the same interest, such
as football and cricket, usually share the same information
and use the same words. Therefore, words are considered as
features to represent a group. A feature selection approach
based on group performance is discussed in [35]. The al-
gorithm performs intragroup and intergroup selections,
which to some extent is similar to k-means clustering.

An online streaming feature selection approach is dis-
cussed in [36] using rough set theory. The benefit of mining
features using rough set theory is that it does not require any
prior domain knowledge except the given dataset. A feature
selection method is proposed in [37], where mutual infor-
mation is combined with ant colony optimization for better
performance. A hybrid method of feature selection tech-
niques is proposed in [38], where filter- and wrapper-based
search techniques are combined to provide an effective
balance between exploration and exploitation of ants in
search. Another hybrid approach comprising a classifier and
a filter is discussed in [14], where ACO is used as a classifier.
The classifier uses a statistical measure symmetric uncer-
tainty as a heuristic function to measure the significance of

selected subsets, which is used to check the relevancy among
the selected features. The redundancy among features is
removed through conditional mutual information. Our
proposed SES approach is inspired by [14], where we have
exploited ACO for incremental selection of streaming fea-
tures. The proposed approach is comparable with the
existing state-of-the-art approaches, Alpha-investing [16]
and OSFS [15], which are discussed in detail here and are
also used for comparison with the proposed approach.

3. Proposed Approach

We propose a hybrid ant colony optimization approach for
streaming feature selection (ACO-SU) that exploits both the
wrapper and filter feature selection approaches. We discuss
the traditional ACO and the proposed ACO-SU in the next
sections.

3.1. Ant Colony Optimization (ACO). Ant colony optimi-
zation, a branch of swarm intelligence, is inspired by the
food foraging behavior of ants [39, 40]. Ants can find the
shortest path between food and their nest without any direct
communication. The ant places a chemical named phero-
mone along its path between the food source and the nest.
This pheromone is the basis of indirect communication
between ants. The path with the highest pheromone con-
centration is selected by other ants to follow the shortest
path. Pheromone concentration and heuristic information
both help the ant to select its path. ACO algorithm uses the
goodness measure to select the path making it suitable for
solving the shortest path problems such as the traveling
salesman problem (TSP). The problem is represented using a
graph. Referring to the TSP, each node represents a city. An
agent must complete its tour from source to destination
following the shortest possible path. After the source, an
agent (ant) must select the next node at each level using a
goodness measure. Equation (1) is used to calculate the
selection probability from the i™ to the j™ node given as

)
07 yes(en)0)

where 7;; is the concentration of pheromone along the path
from i to j (equation (2)), #;; is the value of the heuristic
function that describes the worth of selecting j and « and f3
control the importance of pheromone and heuristic func-
tion. The equation is divided by the sum of the product of
pheromone and heuristic values of all the nodes that are
connected to the i node. The next node is selected based on
the P;; value of a node. When an ant completes its tour, the
pheromone is updated along the path given as

1
Ti,,j:Ti,j+ Ti’j.|:(1_1+P--)j|, (2)
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where A, ; represents the fitness of the ant on a path and 7y is
the previous value of the pheromone. The more the ants
travel on a path, the higher the concentration of phero-
mones. The ant algorithm not only updates the pheromone

(1)




concentration on each path, but it also evaporates some of
the pheromones on every path, so that the algorithm does
not converge locally given as

75 = (1= p)1i;+ ATy, (3)

where p is the percentage of the pheromone to be evapo-
rated. After several iterations, the algorithm stops when a
convergence criterion is met. For the application of ACO, we
need the following [41]:

(i) A representation of a solution
(ii) A method to determine the fitness of the solution

(iii) A heuristic measure for the solutions’ component

3.2. Hybrid Ant Colony Optimization Algorithm (ACO-SU).
ACO has the property of finding the shortest path; thus, with
modifications, it can also be used for feature selection. A
modified version of the ant colony algorithm is proposed to
solve the problem of streaming feature selection. We in-
troduce a termination path at each node; thus, unlike tra-
ditional ACO, an ant can select a termination path and
complete its tour at any stage. Considering nodes as features,
we do not have to include additional features to complete the
path. Next, unlike ACO, we consider the symmetric distance
between the i and j™ nodes since distance between features
does not need to be asymmetric. Thus, we only need a 1D
matrix to store all the distances between nodes. The fitness
function used is the rule quality formula [42].

Figure 1 shows the overall flow of our approach. The
incoming features are first presented to the hybrid ant al-
gorithm. After selecting the best 10 subsets from the entire
search space, these selected subsets are presented to clas-
sifiers. The final subset is selected with the highest prediction
accuracy. The algorithm will continue to select more features
until there are any incoming features. In the hybrid ant
algorithm, apt for each level, an ant has to select a feature
node based on a heuristic measure of the solution com-
ponent. We use symmetric uncertainty (SU) for the heuristic
component same as in [14], which is a modified version of
information gain (IG). SU is a correlation-based filter
method that is more efficient in eliminating the redundant
features [23] than IG. SU handles a pair of features sym-
metrically. It measures the association between two features,
given as

2 x IG(X,Y)

SUXY) = HOO)+HY)

(4)
where IG(X, Y) is the information gain of the selected feature
X calculated with class attribute Y and H(X) and H(Y) are the
entropies of the feature and class attributes, respectively.
Note that there can be variations in calculating mutual
information between features. SU is used to assign weight to
every feature, while features with SU less than a threshold are
removed. A feature with a high value of SU is assigned more
weight and thus is used to initialize the population.

To measure the significance of a selected feature subset,
the performance metric used is given as
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FiGure 1: Flow diagram of the proposed approach.

(N=8)x[YK,SU(X)]
N

(5)

MERIT (S) = ,
where N is the total number of candidate features, S is the
number of features selected by an ant, and SU(X;) is the value
of symmetric uncertainty of a feature selected by an ant
along its path. The performance metric favors the subsets
that have a minimum number of features with higher
symmetric uncertainty. In the case of streaming features,
features are generated dynamically, and the total number of
features is unknown before the training starts. With each
new incoming feature, nodes are dynamically added in the
search space without affecting the previous learning of the
algorithm, thus making the algorithm incremental in nature.

Algorithm 1 shows the steps of the proposed approach. The
algorithm starts with the initial set of available features. Ants
are generated after calculating the number of features in hand.
Each ant is required to complete its path according to the
defined criteria. At the end of each iteration, all ants update the
pheromone concentration value on their paths. The best so-
lutions found so far are saved. After a fixed number of iter-
ations, the algorithm checks if any new features are available,
initializes those nodes with the initial pheromone value, and
constructs ants according to the new number of features.
Nodes are added to the directed graph at each new arrival, and
the algorithm continues from that point without reinitializing
previous feature values. Ants may have converged on some
paths, and it will be easy to add any new nodes in the converged
path, if beneficial. In this way, our algorithm continues to select
the best subset of features from the features seen so far. At each
new generation, our algorithm also accounts for previously
rejected features, if at any time some of the previously selected
features are excluded from the candidate set; the algorithm can
opt for a different set of features without affecting the whole
search. To reduce the overall search space over time, we can
also remove those features from the search space that are not
opted by any ant or are below a certain threshold. Hence, we
are able to perform backward search.

4. Evaluation and Comparisons

The proposed approach is compared with the existing
streaming feature selection approaches: OSFS [15] and al-
pha-investing [16] since these are representative streaming
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(2) while new incoming features do
(3)  Generate ants
(4) Initialize pheromone

(1) Add initial features in search space

(5) while stopping criteria not met do

(6) Ants create rules (subset of features)

(7) Evaluate selected subsets (using equation (4))

(8) Update pheromone trial of each ant (using equation (2))
9) Evaporate pheromone (using equation (3))

(10) Return the best solution (using equation (1))

(11) end while

(12) Return best 10 subsets selected

13) Remove redundant features from the subsets (using equation (5))
(14) Run 4 classifiers on selected subsets

15) Returns one best solution

(16)  End while

ALGORITHM 1: Proposed algorithm.

feature selection approaches commonly used for compari-
son in the state of the art. Alpha-investing tends to select a
larger number of features, while it has limited predictive
accuracy. OSFS has a better prediction accuracy but slower
performance compared with alpha-investing as the number
of relevant features increases [43]. The selected features from
the proposed approaches, OSFS [15] and alpha-Investing
[16], are evaluated using three classifiers, namely, J48 [17],
JRip [18], and decision table [19], on fourteen datasets from
the UCI repository [20, 44].

4.1. Experimental Setup. The proposed approach is
implemented in the C++ language in the Linux envi-
ronment on a dual core Intel Processor with 2GB RAM
and 40 GB hard disk. The initial parameters used in the ant
colony optimization are the same as mentioned in [14].
We perform the parameter tuning using cross validation
on the training set. Table 1 shows the parameter settings of
the proposed approach. Initial pheromone value of each
path is set to 0.5. Values of a and f both are set to 1.
Pheromone evaporation factor is set to 0.15. The values of
pheromones are scaled between 0 and 1, after updating
and evaporation. The convergence criteria are set to the
maximum number of iterations reached, i.e.,, 100. The
number of ants created for feature selection is three times
the total number of candidate features. The existing ap-
proaches for comparison are implemented in MATLAB
[15] using the same implementation and parameter values
as discussed in respective papers. A data mining tool
WEKA is used for the classification [45]. We apply 10-fold
cross validation.

4.2. Evaluation Measures. The performance evaluation
metrics comprise precision, recall, F1 score, and accuracy
[46].

Precision is the ratio of correctly assigned datapoints out
of all the assigned datapoints to a class, given as

TaBLE 1: Parameter setting of the proposed ACO-SU approach.

Parameter Value
Number of ants 1000
Max. uncovered cases 10
Evaporation rate 0.15
No. of rules converged 10
Alpha 1
Beta 1
TP
recision = ————— (6)
P TP + FP

where TP is the number of “true positives” and FP is the
number of “false positives”. A high precision value shows the
high number of correctly assigned labels out of the total
assignments by a classifier.

Recall is the ratio between correctly assigned datapoints
and all the datapoints in a class given as

TP

—_— 7
TP + FN’ @)

recall =

where FN is the number of false negatives. A high value of
recall shows that a classifier returns most of the correct labels
in a class. It is also known as “sensitivity” or “true positive
rate”.

F1 score returns the weighted average of precision and
recall, given as

2 x precision x recall

(8)

F1 score = —
precision + recall

The highest Flscore, near to 1, represents the best
performance, whereas 0 indicates the worst performance.

Accuracy is the amount of correct classifications from
the total datapoints, in all classes, given as

TP + TN

N (9)

accuracy =



where N is the total number of datapoints.

These measures describe the goodness of a classifier, in
differentiating between positive and negative classes in a
dataset using the selected features.

4.3. Analysis and Discussion. Table 2 describes the fourteen
publicly available datasets used in our evaluation.
Datasets from 1 to 9 are taken from the UCI repository
[20], while 10-14 are from [44]. All the datasets contain
variety in terms of the number of features and samples.
All datasets are real and continuous. Datasets have been
discretized using the WEKA unsupervised discretization
filter, and missing values have been corrected. The
number of features selected by the proposed approach is
compared with those of the existing approaches, OSFS
[15] and alpha-investing [16]. It can be observed that the
datasets 1-3 have few features (Feature_Count < 10). The
datasets 4-8 are mostly binary class datasets with mod-
erate number of features (10 < Feature_Count < 100). The
datasets 9-14 are more challenging multiclass datasets
with larger sets of features (Feature_Count >100). The
test-lung dataset has 7 classes while the remaining four
datasets have 3 classes.

Tables 3, 4, and 5 show the performance of feature se-
lection approaches with three classifiers. In the case of
datasets with fewer features, the proposed approach selects
up to 20% of the total features and shows better performance
than other two selection approaches. In the iris dataset, it can
be observed that the alpha-investing approach selects four
features compared to two and one features selected by OSES
and proposed ACO-SU approaches, respectively. The results
show that from a total of four features, only one feature
selected by ACO-SU was significant enough to contribute to
the correct classification of this dataset, while the remaining
three features can be ignored as redundant or irrelevant. In
the case of datasets with moderate number of features, alpha-
investing selects a larger set of features compared to the
proposed approach and OSFS, whereas OSFS tends to select
a smaller number of features, in most of the datasets. The
number of features selected by the proposed approach re-
mains mostly in between the other two approaches. Alpha-
investing with 50% of selected features shows the least
performance. In the house-votes dataset, ACO-SU and OSFS
both select three most discriminative features from a total of
16 features, while alpha-investing selects almost all the
features. The results show that three features in this case
cover most of the variations, and remaining features can be
ignored because of being redundant or irrelevant features.
The proposed ACO-SU selects the minimum number of
most significant features, followed by OSFS and alpha-
investing. Finally, in the case of datasets with large number of
features, the proposed ACO-SU and OSFES show comparable
results with moderate number of selected features. In the
clean-musk dataset, again with a larger set of features, the
performance of alpha-investing decreases. In the test-lung
dataset, the proposed ACO-SU selects five features in
comparison with the four features by OSFS. On the other
hand, alpha-investing shows the least performance since
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alpha-investing selects only one feature. The reason of alpha-
investing in dropping a smaller number of features could be
due to a fixed threshold.

Table 3 shows the results of the J48 classifier on the
selected features. J48 uses information gain for node splitting
and feature selection, which is similar to symmetric un-
certainty used in the proposed approach. The ACO-SU
algorithm outperforms in 11 out of 14 datasets in classifi-
cation accuracy. In the diabetes and house-votes datasets, the
accuracy of the proposed approach is lower than the OSFS; it
can be observed that the proposed approach has selected the
minimum number of features. In the case of F1 score based
on the precision and recall, it can be observed that in 11
datasets, the proposed ACO-SU approach shows better
performance compared with the rest of alpha-investing and
OSFS approaches while remains comparable in the
remaining 3 datasets. Moreover, the TP rate of the proposed
approach is also better than the other approaches. In par-
ticular, the proposed approach outperforms the alpha-
investing and OSFS approaches in the lung-cancer, SPECT,
leukemia, lymphoma, and test-lung datasets in terms of TP,
F1 score, and accuracy.

Table 4 shows the results of the JRip classifier on the
selected features. JRip is a rule-based algorithm, which adds
one rule at a time and continues to add conditions to it. It
also uses information gain to select a feature. Since infor-
mation gain is more inclined towards the features having a
greater number of values, symmetric uncertainty in the
proposed approach measures the exclusivity of each feature.
Therefore, we see a little performance degradation using this
classifier. The ACO-SU algorithm outperforms OSFS [15]
and alpha-investing [16] in 9 out of 14 datasets in classifi-
cation accuracy. Alpha-investing has performed well in three
datasets, where it has selected the highest number of fea-
tures. Similarly, in the case of F1 score, performance of the
proposed approach remains better, followed by OSFS and
alpha-investing approaches on the selected features (Ta-
ble 3). Moreover, the TP rate of the proposed approach is
also better than the other approaches. In particular, the
proposed approach outperforms alpha-investing and OSFS
approaches in the liver, labor, SPECT, clean-musk, lym-
phoma, and test-lung datasets in all evaluation measures.

Table 5 shows the results of the decision table on the
selected features. Decision table identifies the actions that
can be performed based on the given conditions. Decision
tables can be expressed as decision trees with actions as
features and the decisions as outputs. ACO-SU outperforms
other feature selection methods in 9 out of 14 datasets. The
performance of features selected by the proposed approach
for the decision table is similar to that of JRip, a modification
of the decision table classifier; however, accuracy is higher
than that of JRip on the same datasets. Moreover, recall
remains better for the proposed approach followed by OSES
and alpha-investing. It can also be observed from Table 4
that the proposed ACO-SU approach achieves better F1
score in most of the datasets. In particular, the proposed
approach attains a much better F1 score in iris, liver, labor,
colic-horse, lung-cancer, SPECT, leukemia, and lymphoma
datasets.
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TaBLE 2: Datasets and the number of features selected by the proposed ACO-SU approach compared with the alpha-investing and OSFS.

S. No. Dataset Number of instances Classes Number of features ACO-SU OSFS Alpha-investing
1 Iris 150 3 4 1 2 4
2 Liver disorder 345 2 6 1 1 2
3 Diabetes 768 2 8 2 4 8
4 House-votes 435 2 16 3 3 14
5 Labor 57 2 16 4 3 6
6 Horse colic 300 2 28 6 3 18
7 Lung-cancer 32 3 56 6 3 6
8 SPECT 267 2 28 2 2 1
9 Clean-musk 476 2 169 3 8 34
10 Test-colon 62 3 183 5 2 3
11 Leukemia 72 3 269 8 2 1
12 Nci9 60 3 106 5 3 1
13 Lymphoma 96 3 141 5 3 1
14 Test-lung 73 7 326 5 4 1

TaBLE 3: Performance metric comparison of features selected by the proposed approach, OSFS [15], and alpha-investing [16] given as an
input to the J48 classifier.

D Precision Recall F1 score Accuracy
atasets ACO OSES Alpha ACO OSES Alpha ACO OSES Alpha ACO OSES Alpha  All feats

Tris 9.2 962 940 960 960 940 960 960 940 960 960 939 93.9
Liver 338 338 338 581 581 581 427 427 427 582 582 582 58.2
Diabetes 747 746 778 751 751 783 735 748 779 755 761 773 77.3
House-votes 958 954 963 956 954 963 957 954 963 956 953  96.3 84.5
Labor 878 730 767 877 737 727 875 731 767 892 759 835 86.8
Colic-horse 817 727 779 777 737 763 740 711 730 778 747 768 76.4
Lung-cancer 785 399 505 781 438 500 780 409 500 741 476 4838 40.8
SPECT 81.8 635 456 750 675 675 691 624 544 750 691 665 70.4
Clean-musk  99.6 319 996  99.6 565 996  99.6 408 996 997 565  99.7 99.7
Colon 728 761 645 710 742 613 700 744 617 727 744 621 547
Leukemia 59.6 406 210 597 431 458 594 408 288 552 458 457 36.6
Nci9 64 614 614 783 783 783 688 688 688 783 778 783 73.8
Lymphoma 464 412 167 479 417 323 452 413 195 465 406 318 36.9
Test-lung 49.8 435 194 479 493 329 482 457 244 486 467 343 46.7

TaBLE 4: Performance metric comparison of features selected by the proposed approach, OSFS [15], and alpha-investing [16] given as an
input to the JRip classifier.

b Precision Recall F1 score Accuracy
atasets ACO OSES Alpha ACO OSES Alpha ACO OSFS Alpha ACO OSES Alpha  All feats

Tris 962 962 940 960 960 940 960 960 940 960 960 941 941
Liver 634 544 486 622 578 538 559 489 479  6L7 569 537 53.8
Diabetes 758 759 763 759 759 768 741 759 764 755 770 774 77.4
House-votes 958 963 960 956 963 959 957 963 959 958 955 956 83.6
Labor 89.4 767 684 895 772 684 893 763 684 904 810 766 83.3
Colic-horse 747 759 709 750 760 723 748 759 708 751 761 721 72.4
Lung-cancer 604  67.3 663 594  65.6 625 585 660 627 612 502 5638 472
SPECT 818 661 456 750 688 675 691 660 544 750 688 654 63.8
Clean-musk 952 609 609 947 616 613 947 600 610 944 618 623 69.3
Colon 6.2 760 653 581 742 629 576 744 635 644 739 587 63.0
Leukemia 430 361 210 444 486 458 429 404 288 483 467 457 407
Nci9 688 731 614 783 783 783 727 756 688 773 782 783 68.7
Lymphoma 425 303 133 427 385 365 375 318 195 457 355 362 37.9
Test-lung 388 356 142 466 452 301 417 378 156 478 406 292 59.3

It can be observed that the datasets 1-9 are binary class  selection approaches. In the case of datasets with moderate
datasets with few features (10 < Feature_Count < 30) (Ta- number of features, alpha-investing with 50% of selected
ble 2). The proposed approach selects up to 20% of the total ~ features shows the least performance. The datasets 10-14 are
features and shows better performance than other two  more challenging multiclass datasets with larger sets of
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TaBLE 5: Performance metric comparison of features selected by the proposed approach, OSFS [15], and alpha-investing [16] given as an

input to the decision table classifier.

b Precision Recall F1 score Accuracy
atasets ACO OSES Alpha ACO OSES Alpha ACO OSFS Alpha ACO OSES Alpha  All feats

Tris 962 962 940 960 960 940 960 960 940 960 960 938 938
Liver 543 338 489 573 581 573 521 427 443 568 569  58.0 547
Diabetes 743 748 778 747 750 783 730 749 779 747 759 7.7 77.7
House-votes 959 958 943 956 959 943 959 957 943 954 960 948 837
Labor 930 709 786 930 719 789 930 705 787  90. 810 759 85.4
Colic-horse 747 747 719 750 750 730 748 748 720 747 761 747 746
Lung-cancer 720 419 391 688 469 438 684 426 379 658 427 410 443
SPECT 818 691 456 750 700 675 691 630 544 750 710 668 65.5
Clean-musk 952 565  99.6 947 616 613 947 618 947 951 630 951 951
Colon 672 742 613 661 742 629 659 745 6.6 726 716 597 542
Leukemia 462 384 210 444 444 458 450 403 288 457 497 420 376
Nci9 624 783 783 783 783 783 695 730 688 782 745 783 65.2
Lymphoma 445 336 267 479 385 365 427 347 281 419 402 348 331
Test-lung 42.6 426 201 438 493 329 428 439 248 428 489 346 39.3

features (Feature_Count>100). Test-lung dataset has 7
classes, while the remaining four datasets have 3 classes.
Alpha-investing shows the least performance on these
datasets since alpha-investing selects only one feature. On
the other hand, the proposed ACO-SU and OSES show
comparable results with moderate number of selected fea-
tures. The obtained results show that the features selected by
the proposed approach have better performance with all the
three classifiers on the selected benchmark datasets espe-
cially in the recall, accuracy, and F1 score compared with the
other feature selection methods.

The features selected by the proposed approach have
better performance with all the three classifiers on the se-
lected benchmark datasets in the recall, accuracy, and
Flscore compared with the other feature selection methods.
In some datasets, alpha-investing does not remove redun-
dant or irrelevant features at all, while in others, it selects the
least number of features; however, in both cases, its per-
formance declines. A smaller number of selected features
affects classification accuracy in the case of OSES. The OSFS
approach performs in between the alpha-investing and the
proposed ACO-SU.

5. Conclusion

We proposed a streaming feature selection approach that
identifies the most appropriate features from those seen so
far. It also removes the features that become redundant over
time. The approach is based on the ant colony optimization
algorithm that combines the benefits of wrapper- and filter-
based methods. The approach is incremental in nature,
hence reduces the computational cost as new features are
added to the model. Computational cost of training a
classifier is reduced by selecting a subset of features, which is
especially beneficial for the data with a larger set of features.
The proposed approach selects the most relevant subset of
features with an improved prediction accuracy compared
with the existing approaches, which is evident from the
comparable or better classification performance in the case
of smaller and larger benchmark datasets. The average

accuracy of the proposed approach is up to 72.69% on the
given classifiers. Further, the accuracy of the selected fea-
tures can vary with different classification algorithms. Future
work includes dealing with the missing values and con-
tinuous attributes which now widely exist in image pro-
cessing and medical datasets.
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