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This issue has been dedicated to the usage of fuzzy logic in
the context of geographical information systems (GIS) and
received the following papers whose contents are described
below.

(i) In the paper of A.Hofmann et al., the authors use aGIS
tool which is useful to study the influence of geographic and
climatic factors on the terrain passability of armed forces and
the integrated rescue system.

(ii) In the paper of F. Di Martino and S. Sessa, the authors
propose the usage of the well-known extended Gustafson-
Kessel clustering method, encapsulated in a GIS tool, for
detecting hotspots in spatial analysis. The data consist of
georeferenced patterns corresponding to positions of Tal-
iban’s attacks against civilians and soldiers in Afghanistan
that happened during the period from 2004 to 2010: the
formation through time of new hotspots is observed as well.

(iii) In the paper of M. Burda et al., an application of
the so-called fuzzy GUHA method is presented for good
peak prediction which was used in order to mine for fuzzy
association rules expressed in natural language.The provided
data was firstly extended by a creation of artificial variables
describing various features of the data.The resulting variables
were later on translated into fuzzy GUHA tables with help of
evaluative linguistic expressions in order to mine for asso-
ciations. The found associations were interpreted as fuzzy
IF-THEN rules and used jointly with the perception-based
logical deduction inference method to predict expected time
shift of low rate peaks forecasted by the given physical model.

(iv) In another paper of F. DiMartino and S. Sessa, a fuzzy
process for evaluating the reliability of a spatial database is

defined: the area of study is partitioned in iso-reliable zones,
defined as homogeneous zone in terms of data quality and
environmental characteristics. This spatial database includes
thematic datasets which in turn includes a set of layers. We
estimate the reliability of each thematic dataset and therefore
the overall reliability of the spatial database. This method is
tested on the spatial dataset of the town of Cava dè Tirreni
(Italy) by means of a suitable GIS.

(v) In the paper of F. Di Martino et al., an application of
the extended fuzzy C-means algorithm for detecting spatial
areas with high concentrations of events, tested to study their
temporal evolution, is proposed as well. This algorithm is
implemented in a GIS tool. The data consist of georeferenced
patterns corresponding to the residence of patients in the
district of Naples (Italy) to whom a surgical intervention was
carried out to the oto-laryngopharyngeal apparatus during
the years from 2008 to 2012.

This special issue presents some noteworthy applications
of the spatial analysis realized via GIS. Other applications
should be desiderable in the sterminated world of GIS. We
are aware that the topics do not easilymeet desiderata of fuzzy
authors; however we are at the beginning of a theory which is
very promising from an applicational point of view, mainly
in the spatiotemporal evolution of events which are either
difficult to evaluate in the future or “fuzzy” for their same
nature.
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Floods belong to the most hazardous natural disasters and their disaster management heavily relies on precise forecasts. These
forecasts are provided by physical models based on differential equations. However, these models do depend on unreliable inputs
such as measurements or parameter estimations which causes undesirable inaccuracies. Thus, an appropriate data-mining analysis
of the physical model and its precision based on features that determine distinct situations seems to be helpful in adjusting the
physical model. An application of fuzzy GUHAmethod in flood peak prediction is presented. Measured water flow rate data from
a system for flood predictions were used in order to mine fuzzy association rules expressed in natural language. The provided data
was firstly extended by a generation of artificial variables (features).The resulting variables were later on translated into fuzzyGUHA
tables with help of Evaluative Linguistic Expressions in order tomine associations.The found associations were interpreted as fuzzy
IF-THEN rules and used jointly with the Perception-based Logical Deduction inference method to predict expected time shift of
flow rate peaks forecasted by the given physical model. Results obtained from this adjusted model were statistically evaluated and
the improvement in the forecasting accuracy was confirmed.

1. Introduction

Disaster management is generally becoming more and more
important task. Among many natural disasters, floods are
the one of the most hazardous, and moreover, one of the
most frequently occurring in the region of the central Europe.
Researchers invest enormous efforts into investigation of
distinct flood models that would help to forecast floods
and thus provide the disaster management with a reliable
decision support that could be used in order to prevent
further deceases and material costs.

One of such long-term researches focusing on the disaster
management and especially on modeling and forecasting
floods gave rise to the creation of the FLOREON, a system for
emergent flood prediction [1]. No matter how sophisticated
the system is, due to the natural imprecision in data sources
(e.g., measuring stations) and due to the natural imprecision
in parameter setting (crisp values determined by an expert
decision), and having in mind how complicated the whole
problem is, it necessarily provides forecasts that are not
always precise.

Therefore, it seems to be appropriate to focus on some
analysis of the performance of the system that could give
at least a vague idea under which conditions the system
works, under which conditions it provides us with a certain
imprecision, and under which conditions we are able to
correct the forecast. Based on the sources of the imprecision,
it seems that an appropriate data-mining technique that
would involve fuzziness might provide us with promising
results and is worth of being attempted. In this investigation,
we face the above foreshadowed problem with the help of the
fuzzyGUHAmethod, that is, a specific variant of associations
mining technique that allows using the concepts of fuzzy logic
in a broad sense [2].

1.1. Brief Problem Description. The data being analyzed come
from the measures of water flow rate of the Odra River in
Ostrava, Czech Republic. Measuring stations provide us with
a flow rate [m3/s] on hourly basis. The goal is to forecast a
future flow rate.This is done by the so-calledMath-1Dmodel
[3] developed for the FLOREON disaster management IT
system [1].
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TheMath-1Dmodel is a differential equation basedmodel
of the flow rate. In order to provide us with flow rate forecasts,
it uses information about precipitations (past and forecasted),
soil type, river bank shape, and other parameters. Although
it is a well-established physical model that is empirically
examined, it is not sufficiently reliable. The reason does not
lie in the model but in the fact that most of the parameters
and input data are highly imprecise. For example, the soil type
is provided by a hydrologist expert but, due to natural limita-
tions, without a deeper geological analysis and, moreover, the
provided soil type is the same for the whole river flow.

Having in mind these limitations, the Math-1D model
forecasts depend mainly on the measured past precipitations
and flow rates and on the forecasted precipitations. Thus,
provided forecast, though often reliable, may be even highly
imprecise. The imprecision may be viewed in two perspec-
tives: in the vertical one and the horizontal one. The vertical
imprecision actually means either the overestimation or even
worse the underestimation of the flow rate in the culminating
peak. For our investigation, the second, that is, the horizontal
imprecision, is crucial. That is, we focus on the precision in
terms of time; that is, we focus on the question whether and
under which conditions the model forecasts the peak dis-
charge earlier or later and how big is the time shift of the peak.

The vertical as well as horizontal imprecision may be
significant. As one can see from an exemplary forecast in
Figure 1, the real culminating peak can appear a few hours
sooner than forecasted. Let us note that the Math-1D model
does not use the knowledge of the water flow rate in the past
and depends mainly on the precipitations. This explains why
it may happen that the model does not fit well the past data
(from −119th hour to 0th; see Figure 1). On the other hand,
precipitations are rather precise compared to the data from
the measuring stations that may not be well calibrated or,
even worse, the measuring station may be partially damaged
or even fully destroyed (occasionally, it happens that even
during a massive flood, measuring stations provide a zero
flow rate measurements).

Our task is to analyze and forecast the peak shift on the
horizontal (time) axis. In other words, the task is to build
a model that would (based on the flow rate measurements
and the Model-1D performance in the past) provide disaster
management with a valuable information about possible
horizontal imprecision of theMath-1Dmodel and, moreover,
that would additionally provide the disaster management
with an estimation about the peak shift. This peak shift
estimation could be used in the corrections of the forecasts.

2. Theoretical Background

In this Section, we introduce fundamental theoretical back-
ground that is used in our investigation. As there is no space
to introduce all the theoretical concepts in detail, we will
provide readers only with a brief introduction and refer to
further valuable sources [4–7].

2.1. Evaluative Linguistic Expressions. One of the main
constituents of systems of fuzzy/linguistic IF-THEN rules
is evaluative linguistic expressions [4], in short evaluative
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Figure 1: Particular example of real measured values (in black) and
the Math-1D model simulation (in gray). Flow rate values [m3/s]
on the vertical axis are measured on a particular measuring station
placed on the Odra River starting from time −119 up to 0 (horizontal
axis, time [ℎ]). Starting from the time point “0” to the right, the gray
curve denotes the forecast of future flow rate values.

Table 1: Linguistic hedges and their abbreviations.

Narrowing effect Widening effect
Very (Ve) More or less (ML)
Significantly (Si) Roughly (Ro)
Extremely (Ex) Quite roughly (QR)
— Very roughly (VR)

expressions, for example, very large, more or less hot, and so
forth.They are special expressions of natural language that are
usedwhenever it is important to evaluate a decision situation,
to specify the course of development of some process, and
in many other situations. Note that their importance and the
potential to model their meaning mathematically have been
pointed out by Zadeh (e.g., in [8, 9]).

A simple form of evaluative expressions keeps the follow-
ing structure:

⟨ling ⋅ hedge⟩ ⟨atomic evaluative expression⟩ . (1)

Atomic evaluative expressions comprise any of the canonical
adjectives small, medium, and big, abbreviated in the follow-
ing as Sm, Me, and Bi, respectively.

Linguistic hedges are specific adverbs that make the
meaning of the atomic expression more or less precise. We
may distinguish hedges with narrowing effect, for example,
very, extremely, and so forth and with widening effect, for
example, roughly, more or less and so forth. In the following
text, we, without loss of generality, use the hedges introduced
in Table 1 that were successfully used in real applications [10]
and that are implemented in the LFLC software package [11].
As a special case, the ⟨linguistic hedge⟩ can be empty. Note
that our hedges are of so-called inclusive type [12], which
means that extensions of more specific evaluative expressions
are included in less specific ones; see Figure 2.

Evaluative expressions of the form (1) will generally be
denoted by script lettersA,B, and so forth.They are used to
evaluate values of some variable𝑋. The resulting expressions
are called evaluative linguistic predications and have the form

𝑋 is A. (2)
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Figure 2: Shapes of extensions (fuzzy sets) of evaluative linguistic
expressions. DEE denotes the defuzzified values obtained using the
Defuzzification of Evaluative Expressions.

Examples of evaluative predications are “temperature is
very high,” “price is low,” and so forth. The model of the
meaning of evaluative expressions and predications makes
distinction between intensions and extensions in various
contexts. The context characterizes a range of possible values.
This range can be characterized by a triple of numbers
⟨V
𝐿
, V
𝑀
, V
𝑅
⟩, where V

𝐿
, V
𝑀
, V
𝑅
∈ R and V

𝐿
< V
𝑀
< V
𝑅
. These

numbers characterize the minimal, middle, and maximal
values, respectively, of the evaluated characteristics in the
specified context of use.Therefore, we will identify the notion
of context with the triple𝑤 = ⟨V

𝐿
, V
𝑀
, V
𝑅
⟩. By V ∈ 𝑤wemean

V ∈ [V
𝐿
, V
𝑅
]. In the sequel, we will work with a set of contexts

𝑊 ⊂ {⟨V
𝐿
, V
𝑀
, V
𝑅
⟩ | V
𝐿
, V
𝑀
, V
𝑅
∈ R, V

𝐿
< V
𝑀
< V
𝑅
} that are

given in advance.
The intension of an evaluative predication “𝑋 is A” is a

certain formula whose interpretation is a function:

Int (𝑋 is A) : 𝑊 󳨀→ F (R) ; (3)

that is, it is a function that assigns a fuzzy set to any context
from the set𝑊.

Given an intension (3) and a context 𝑤 ∈ 𝑊, we can
define the extension of “𝑋 is A” in the context 𝑤 as a fuzzy
set:

Int (𝑋 is A) (𝑤) ⊂

̃

[V
𝐿
, V
𝑅
] , (4)

where ⊂
̃

denotes the relation of fuzzy subsethood.

Convention 1. For the sake of brevity and simplicity and hav-
ing inmind that an extension is a fuzzy set on a given context,
we will omit the notion of extension from our consideration
when appropriate and write only the abbreviated forms:

𝐴 := (Int (𝑋 is A) (𝑤)) , 𝑤 ∈ 𝑊,

𝐴 (V
0
) := (Int (𝑋 is A) (𝑤)) (V

0
) , V

0
∈ 𝑤,

(5)

if there is no danger of any confusion caused by the fact
that the left-hand side does not explicitly mention the chosen
context 𝑤 and variable𝑋.

2.2. Linguistic Descriptions. Evaluative predications occur in
conditional clauses of natural language of the form

R := IF 𝑋 is A THEN 𝑌 is B, (6)

whereA,B are evaluative expressions. The linguistic predi-
cation “𝑋 isA” is called the antecedent and “𝑌 isB” is called
the consequent of rule (6). Of course, the antecedent may
consist of more evaluative predications, joined by the con-
nective “AND.” The clauses (6) will be called fuzzy/linguistic
IF-THEN rules in the sequel.

Fuzzy/linguistic IF-THEN rules are gathered in a linguis-
tic description, which is a set LD = {R

1
, . . . ,R

𝑚
}, where

R
1
:= IF 𝑋 is A

1
THEN 𝑌 is B

1
,

...

R
𝑚
:= IF 𝑋 is A

𝑚
THEN 𝑌 is B

𝑚
.

(7)

Because each rule in (7) is taken as a specific conditional
sentence of natural language, a linguistic description can be
understood as a specific kind of a (structured) text. This text
can be viewed as amodel of specific behavior of the system in
concern.

The intension of a fuzzy/linguistic IF-THEN ruleR in (6)
is a function:

Int (R) : 𝑊 ×𝑊 󳨀→ F (R ×R) . (8)

This function assigns to each context𝑤 ∈ 𝑊 and each context
𝑤

󸀠
∈ 𝑊 a fuzzy relation in 𝑤 × 𝑤

󸀠. The latter is an extension
of (8).

We also need to consider a linguistic phenomenon of
topic-focus articulation (cf. [13]), which in the case of
linguistic descriptions requires us to distinguish the following
two sets:

TopicLD = {Int (𝑋 is A
𝑗
) | 𝑗 = 1, . . . , 𝑚} ,

FocusLD = {Int (𝑌 is B
𝑗
) | 𝑗 = 1, . . . , 𝑚} .

(9)

The phenomenon of topic-focus articulation plays an impor-
tant role in the inference method called perception-based
logical deduction described below.

Convention 2. Besides the above introduced notions of topic
and focus, it is sometimes advantageous to introduce the
following notation:

Topic𝑤LD = {Int (𝑋 is A
𝑗
) (𝑤) | 𝑗 = 1, . . . , 𝑚} , (10)

which will denote the set of extensions of evaluative predi-
cations that are contained in TopicLD knowing the particular
context 𝑤. This notation will be used later on when defining
the function of local perception. In the view of Convention 1
one can also easily introduce the Topic𝑤LD as follows:

Topic𝑤LD = {𝐴

𝑗
| 𝑗 = 1, . . . , 𝑚} . (11)

2.3. Ordering of Linguistic Predications. To be able to state
relationships among evaluative expressions, for example,
when one expression “covers” another, we need an ordering
relation defined on the set of them. Let us start with the
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ordering on the set of linguistic hedges. We may define the
ordering ≤H of examples of hedges as follows:

Ex ≤H Si ≤H Ve ≤H ⟨empty⟩ ≤H ML ≤H Ro ≤H QR ≤H VR.
(12)

We extend the theory of evaluative linguistic expressions
by the following inclusion axiom. Let Ker(𝐴) denote the
kernel of a fuzzy set 𝐴. For any 𝑤,

Int (𝑋 is ⟨hedge⟩
𝑖
A) (𝑤) ⊆ Int (𝑋 is ⟨hedge⟩

𝑗
A) (𝑤)

Ker (Int (𝑋 is ⟨hedge⟩
𝑖
A) (𝑤))

⊂ Ker (Int (𝑋 is ⟨hedge⟩
𝑗
A) (𝑤))

(13)

hold for any atomic expression A under the assumptions
⟨hedge⟩

𝑖
≤H⟨hedge⟩𝑗, 𝑖 ̸= 𝑗.

Based on ≤H we may define an ordering ≤LE of evaluative
expressions. Let A

𝑖
, A
𝑗
be two evaluative expressions such

thatA
𝑖
:= ⟨hedge⟩

𝑖
A andA

𝑗
:= ⟨hedge⟩

𝑗
A. Then we write

A
𝑖
≤LE A

𝑗 (14)

ifA ∈ {Sm,Me,Bi} and ⟨hedge⟩
𝑖
≤H⟨hedge⟩𝑗.

In other words, evaluative expressions of the same type
are ordered according to their specificity which is given by
the hedges appearing in the expressions. If we are given
two evaluative predications with an atomic expression of a
different type, we cannot order them by ≤LE.

Finally, we define the ordering ≤
(V0 ,𝑤) of evaluative pred-

ications wrt. a given observation. Let us be given a context
𝑤 ∈ 𝑊, an observation V

0
∈ 𝑤, and two extensions 𝐴

𝑖
and

𝐴

𝑗
from the Topic𝑤LD.We write𝐴

𝑖
≤

(V0 ,𝑤)𝐴𝑗 either if𝐴 𝑖(V0) >
𝐴

𝑗
(V
0
) or if 𝐴

𝑖
(V
0
) = 𝐴

𝑗
(V
0
) andA

𝑖
≤LE A𝑗.

It should be noted that usually the TopicLD contains
intensions of evaluative predications which are compound
by a conjunction of more than one evaluative predication. In
other words, we usually meet the following situation:

(𝑋 is A
𝑖
) := (𝑋

1
is A
𝑖1
)AND ⋅ ⋅ ⋅AND (𝑋

𝐾
is A
𝑖𝐾
) ,

(𝑋 is A
𝑗
) := (𝑋

1
is A
𝑗1
)AND ⋅ ⋅ ⋅AND (𝑋

𝐾
is A
𝑗𝐾
) .

(15)

In this case, the ordering ≤LE is preserved with respect to
the components:

A
𝑖
≤LE A𝑗 if A𝑖𝑘≤LE A𝑗𝑘 ∀ 𝑘 = 1, . . . , 𝐾 (16)

and the extension of the compound linguistic predication is
given as follows:

𝐴

𝑖
(𝑢

1
, . . . , 𝑢

𝐾
) =

𝐾

⋀

𝑘=1

𝐴

𝑖𝑘
(𝑢

𝑘
) . (17)

Then, the final ordering ≤

(V0 ,𝑤) is analogous to the one-
dimensional one.

2.4. Perception-Based Logical Deduction. Perception-based
Logical Deduction (abb. PbLD) is a special inference method
aimed at the derivation of results based on fuzzy/linguistic
IF-THEN rules. A perception is understood as an evaluative
expression assigned to the given input value in the given
context.The choice of perception depends on the topic of the
specified linguistic description. In other words, perception is
always chosen among evaluative expressions which occur in
antecedents of IF-THEN rules; see [5, 10, 14].

Based on the ordering ≤
(V0 ,𝑤) of linguistic predications, a

special function of local perception

LPercLD : 𝑤 ×𝑊

𝐾
󳨀→ P (TopicLD) (18)

assigns to each value V
0
= [V
1
, . . . , V

𝐾
] ∈ 𝑤 for 𝑤 = [𝑤

1
, . . . ,

𝑤

𝐾
] ∈ 𝑊

𝐾 a subset of intensions minimal wrt. the ordering
≤

(V0 ,𝑤)

LPercLD (V
0
, 𝑤)

= {𝐴

𝑖
| 𝐴

𝑖
(V
0
) > 0 , ∀𝐴

𝑗
∈ Topic𝑤LD : (𝐴

𝑗
≤

(V0 ,𝑤)𝐴 𝑖)

󳨐⇒ (A
𝑗
= A
𝑖
)} .

(19)

Let LD be a linguistic description (7). Let us consider a
context 𝑤 ∈ 𝑊 for the variable 𝑋 and a context 𝑤󸀠 ∈ 𝑊

for 𝑌. Let an observation 𝑋 = V
0
in the context 𝑤 be given,

where V
0
∈ 𝑤. Then, the following rule of perception-based

logical deduction (𝑟PbLD) can be introduced:

𝑟PbLD :

LPercLD (V
0
, 𝑤) , LD

𝐶

,

(20)

where 𝐶 is the conclusion which corresponds to the observa-
tion in a way described below. Inputs to this inference rule are
linguistic description LD and local perception LPercLD(V

0
, 𝑤)

from (19). This local perception is formed by a set of
evaluative expressions from antecedents of IF-THEN rules
(i.e., from the topic) of the given linguistic description.
Formula (19) chooses these antecedents which best fit the
given numerical input V

0
; in other words, they are the most

specific according to the ordering ≤
(V0 ,𝑤).

Once one or more antecedents 𝐴
𝑖ℓ
∈ Topic𝑤LD, 𝑖ℓ = 1, . . . ,

𝐿 are chosen according to (19), we compute for any of them
conclusions 𝐶

𝑖ℓ
:

𝐶

𝑖ℓ
(V) = 𝐴

𝑖ℓ
(V
0
) 󳨀→ 𝐵

𝑖ℓ
(V) , V ∈ 𝑤󸀠, (21)

where → is the Łukasiewicz implication [2] given by 𝑎 →

𝑏 = 1 ∧ (1 − 𝑎 + 𝑏).
Suppose that LPercLD(V

0
, 𝑤) is nonempty; that is, 𝐿 > 0.

Then the final conclusion𝐶 is given as the Gödel intersection
of the set of all 𝐿 conclusions 𝐶

𝑖ℓ
that correspond to 𝐿

members in LPercLD(V
0
, 𝑤); that is,

𝐶 (V) =
𝐿

⋀

ℓ=1

𝐶

𝑖ℓ
(V) =

𝐿

⋀

ℓ=1

(𝐴

𝑖ℓ
(V
0
) 󳨀→ 𝐵

𝑖ℓ
(V)) . (22)
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Inmany application, the inferred output fuzzy set𝐶needs
to be defuzzified to a crisp value in𝑤󸀠. For this task, a special
defuzzification technique called Defuzzification of Evaluative
Expressions (abb. DEE) has been proposed. In principle, this
defuzzification is a combination of First-Of-Maxima (FOM),
Mean-Of-Maxima (MOM), and Last-Of-Maxima (LOM) that
are applied based on the classification of the output fuzzy
sets. Particularly, if the inferred fuzzy set is of the type Small
(nonincreasing), the LOM is applied; if the inferred output
is of the type Big (nondecreasing), the FOM is applied; and
finally, if the inferred output is of the type Medium, the MOM
is applied; see Figure 2.

3. Fuzzy GUHA: Linguistic
Associations Mining

In this paper, we employ the so-called linguistic associations
mining [15] for the fuzzy rule base identification. This
approach,mostly known asmining association rules [16], was
firstly introduced as GUHA method [17, 18]. It finds distinct
statistically approved associations between attributes of given
objects. Particularly, the GUHA method deals with Table 2
where 𝑜

1
, . . . , 𝑜

𝑛
denote objects, 𝑋

1
, . . . , 𝑋

𝑞
denote indepen-

dent boolean attributes,𝑍 denotes the dependent (explained)
boolean attribute, and finally, symbols 𝑎

𝑖𝑗
(or 𝑎
𝑖
) ∈ {0, 1}

denote whether an object 𝑜
𝑖
carries an attribute 𝑋

𝑗
(or 𝑍) or

not.
The original GUHA allowed only boolean attributes to be

involved; see [19]. Since most of the features of objects are
measured on the real interval, standard approach assumed
categorization of quantitative variables and subsequently
definition of boolean variables for every category.

The goal of the GUHA method is to search for linguistic
associations of the form

𝐶 (𝑋

1
, . . . , 𝑋

𝑝
) ≃ 𝐷 (𝑍) , (23)

where 𝐶, 𝐷 are (compound) evaluative predications [20]
containing only the connective AND and 𝑋

1
, . . . , 𝑋

𝑝
for 𝑝 ≤

𝑞 are all variables occurring in 𝐶. The 𝐶, 𝐷 are called the
antecedent and consequent, respectively. Generally, for the
GUHAmethod, thewell-known fourfold table is constructed;
see Table 3.

Symbol 𝑎, in Table 3, denotes the number of positive
occurrences of 𝐶 as well as 𝐷; 𝑏 is the number of positive
occurrences of 𝐶 and of negated 𝐷, that is, of “not 𝐷.”
Analogous meaning has the numbers 𝑐 and 𝑑. For our
purposes, only numbers 𝑎 and 𝑏 are important.

The relationship between the antecedent and the conse-
quent is described by so-called quantifier ≃. There are many
quantifiers that characterize validity of association (23) in the
data [18]. For our task, we use the so-called binary multitudi-
nal quantifier ≃:= ⊏

𝛾

𝑟
. This quantifier is taken as true if

𝑎

𝑎 + 𝑏

> 𝛾,

𝑎

𝑛

> 𝑟,

(24)

Table 2: Standard GUHA table.

𝑋

1
. . . 𝑋

𝑞
𝑍

𝑜

1
𝑎

11
. . . 𝑎

1𝑞
𝑎

1

...
... d

...
...

𝑜

𝑛
𝑎

𝑛1
. . . 𝑎

𝑛𝑞
𝑎

𝑛

Table 3: Classical GUHA fourfold table.

𝐷 Not𝐷
𝐶 𝑎 𝑏

Not 𝐶 𝑐 𝑑

where 𝛾 ∈ [0, 1] is a confidence degree and 𝑟 ∈ [0, 1] is a
support degree.

Example 1. For example, let us consider Table 4.
Depending on the chosen confidence and support degree,

theGUHAmethod could generate, for example, the following
linguistic association:

𝐶 (BMI
>25

,Ch
>6.2

) ≃ D (BP
>130/90

) . (25)

According to [21], there are two approaches in treating
quantitative variables in association rules mining. The first
one is to categorize the variables using the predefined concept
hierarchies (e.g., BMI

≤25
). And the second one is to search

for clusters in a variable and discretize it according to the
found clusters (distribution of the data). Nevertheless both
approaches divide numerical variables into crisp intervals.

In many situations, including our situation, it is better
to define fuzzy sets on the numerical variables and use the
fuzzy variant of the GUHA method [15, 22]. In this case we
have also two possibilities how to treat quantitative variables.
Either we will apply fuzzy clustering or we will use some
predefined concepts. Because of the well-developed theory of
Evaluative Linguistic Expressions (Section 2.1) we chose the
latter approach.

In the fuzzy variant of the method, the attributes are not
boolean but rather vague. The minimum (resp., maximum)
of a particular attribute becomes V

𝐿
(resp., V

𝑅
) and thus we

obtain the context ⟨V
𝐿
, V
𝑀
, V
𝑅
⟩ for the given attribute (V

𝑀

might be median, mean, or other value between V
𝐿
and

V
𝑅
). With canonical adjectives Sm, Me, and Bi and seven

different linguistic hedges we may define more than 20 fuzzy
sets for every quantitative variable (attribute). The values
𝑎

𝑖𝑗
(or 𝑎
𝑖
) are now elements of the interval [0, 1] that express

membership degrees.
For example, instead of defining a boolean variable

BMI
≤25

(see Table 4), we take the quantitative variable BMI
and generate all the possible evaluative linguistic predi-
cations and define fuzzy sets BMIExSm,BMISiSm,BMIVeSm,
BMISm, . . . ,BMIVRSm, so that the first column in Table 4 is
replaced with Table 5. In this way we are able to separate
a group of malnourished people (BMIExSm). Analogically
to capture such cases of people, who have almost ideal
BMI index, we define BMIMe, BMIRoMe. Finally, instead of
BMI
>25

we define BMIExBi, BMISiBi, and so forth. Thus, we
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Table 4: Example of GUHA table. BMI
≤25

denotes Body-Mass-Index lower or equal to 25, BMI
>25

denotes the same index above 25, Chol
≤6.2

denotes cholesterol lower or equal to 6.2, Chol
>6.2

denotes cholesterol higher than 6.2, BP
≤130/90

denotes blood pressure lower or equal to
130/90, and BP

>130/90
denotes blood pressure higher than 130/90. Objects 𝑜

𝑖
are particular patients.

BMI
≤25

BMI
>25

Chol
≤6.2

Chol
>6.2

BP
≤130/90

BP
>130/90

𝑜

1
1 0 1 0 1 0

𝑜

2
0 1 0 1 0 1

𝑜

3
0 1 1 0 0 1

𝑜

4
1 0 1 0 1 0

𝑜

5
0 1 0 1 0 1

...
...

...
...

...
...

...
𝑜

𝑛
0 0 0 1 0 1

Table 5: Example of a part of a fuzzyGUHA tablewith variable BMI and one canonical adjective Sm. BMIExSm denotes the fuzzy set “Extremely
Small Body-Mass-Index”, BMISiSm denotes the fuzzy set “Significantly Small Body-Mass-Index,” and so forth. Objects 𝑜

𝑖
are particular patients

and numbers in the table are their membership degrees in particular fuzzy set.

BMIExSm BMISiSm BMIVeSm BMISm . . . BMIQRSm BMIVRSm
𝑜

1
0.5 0.6 0.7 0.8 . . . 1 1

𝑜

2
0.8 0.9 1 1 . . . 1 1

𝑜

3
0 0 0 0.1 . . . 0.3 0.4

𝑜

4
0 0 0 0 . . . 0 0

𝑜

5
0.6 0.9 1 1 . . . 1 1

...
...

...
...

...
...

...
...

𝑜

𝑛
0 0.5 0.8 0.9 . . . 1 1

add information that was lost by the transition from the
quantitative variable BMI into two boolean variables BMI

≤25

and BMI
>25

. More importantly, we also capture gradual
transitions between different groups of people. An object 𝑜

𝑖

(in our example a patient) might have membership degree
to the fuzzy set BMISm equal to 0.4(BMISm(𝑜𝑖) = 0.4)

and simultaneously 𝑜
𝑖
belongs to the fuzzy set BMIMe with

the degree 0.3(BMIMe(𝑜𝑖) = 0.3). This way we capture the
information about the patient that is on the transition from
being underweight to having ideal BMI index. This kind of
information cannot be captured by crisp intervals.

In this way we treat every quantitative variable so that the
final fuzzy GUHA table will look similarly to Table 6.

The fourfold table analogous to Table 3 is constructed also
for the fuzzy variant of the method. The difference is that
the numbers 𝑎, 𝑏, 𝑐, and 𝑑 are not summations of 1 s and 0 s
but summations of membership degrees of data into fuzzy
sets representing the antecedent𝐶 and consequent𝐷 or their
complements, respectively. Naturally, the fact that antecedent
𝐶 as well as consequent 𝐷 holds simultaneously leads to the
natural use of a t-norm [23]. In our case, we use the Gödel
t-norm that is the minimum operation. For example, if an
object 𝑜

𝑖
belongs to a given antecedent in a degree 0.7 and

to a given consequent in a degree 0.6, the value that enters
the summation equals to min{0.7, 0.6} = 0.6. Summation of
such values over all the objects equals the value 𝑎 in Table 3;
the other values from the table are determined analogously.
The rest of the ideas of the method remain the same.

By using fuzzy sets, we generally get more precise results,
and,more importantly, we avoid undesirable threshold effects

[24]. The further advantage is that the method searches for
implicative associations that may be directly interpreted as
fuzzy rules for the PbLD inference system.

Example 2. A confirmed association as

𝐶 (BMIExBi,CholVeBi) ⊏
𝛾

𝑟
𝐷(BPMLBi) (26)

may be directly interpreted as the following fuzzy rule:
“IF Body-Mass-Index is Extremely Big AND Cholesterol

level is Very Big THEN Blood Pressure is More or Less Big.”

This approach has been found very efficient and rea-
sonable, for example, for the identification of the so-called
Fuzzy Rule Base Ensemble [25] which is a special ensemble
technique for time series forecasting [26] that uses fuzzy
rules to determine weights of individual forecastingmethods.
Naturally, the overlapping of extensions of linguistic expres-
sions causes a massive generation of redundant associations.
However, there exist efficientmethods that detect and remove
these redundancies automatically; see [6, 7].

In Section 4.3, we apply this method to artificial variables
computed from the measures of water flow in order to obtain
interesting descriptions of water flow rate peak time shift.

4. Data Analysis

4.1. Data Description. As mentioned in the introduction, we
are provided only with the data from the measuring stations
and from theMath-1Dmodel implemented in the FLOREON
system. Unlike the Math-1D model, we are neither provided
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Table 6: Example of fuzzy GUHA table (compared with Table 4).

BMIExSm . . . CholExSm . . . CholExBi BPExSm . . . BPExBi

𝑜

1
0.5 . . . 0.7 . . . 0 1 . . . 0

𝑜

2
0.8 . . . 1 . . . 0 0.4 . . . 0

𝑜

3
0 . . . 0 . . . 0.1 0 . . . 0.4

𝑜

4
0 . . . 0 . . . 0.4 0 . . . 0.3

𝑜

5
0.6 . . . 1 . . . 0 1 . . . 0

...
...

...
...

...
...

...
...

...
𝑜

𝑛
0 . . . 0.8 . . . 0 0.5 . . . 0

with the measured precipitations nor with their forecasts nor
with other physical attributes or their estimations.The reason
is that this is the domain for the physical model Math-1D
and our task is not to build another competitive physical
model but to concentrate on the analysis of the existing one.
However, in order to deal with the (fuzzy) GUHA method,
we need to generate several features (artificial variables) and
investigate the question, which of those variables have some
influence on the performance of the model.

For the purpose of this investigation, we were provided
with the data set collected from different events (floods)
on the measuring station Svinov placed on the Odra River
(Svinov is a part of the Ostrava city through which the Odra
River flows. Naturally, the measuring station carries the same
name). The whole data set is divided into 57 simulations.
Each simulation captures a state of the system (provided real
values and model values) at some time point 𝑡 that is for
each simulation denoted by zero (𝑡 = 0). Each simulation
can be further divided into past and future data measured or
simulated on the hourly basis.

So, we can introduce the following two sets:
Past = {𝑡 | −119, −118, . . . , 0} ,

Future = {𝑡 | 1, 2, . . . , 48} ,

(27)

and the two time dependent variables, namely, the real water
flow rate at time 𝑡 and the originally modelled flow rate at
time 𝑡, denoted by 𝑟

𝑡
and 𝑚

𝑡
, respectively. Thus, we can also

introduce the following sets:
𝑟Past = {𝑟

𝑡
| 𝑡 ∈ Past} , 𝑟Future = {𝑟

𝑡
| 𝑡 ∈ Future} , (28)

and analogously
𝑚Past = {𝑚

𝑡
| 𝑡 ∈ Past} , 𝑚Future = {𝑚

𝑡
| 𝑡 ∈ Future} .

(29)
Indeed, the values 𝑟Future had been unknown at the time

point 𝑡 = 0 and they were added to the data later on only
for the comparison and efficiency evaluation purposes. The
values 𝑚Future are forecasts made by the original Math-1D
model that were at disposal at the time point 𝑡 = 0.

The aim is to analyze associations between input variables
that were at disposal at the time 𝑡 = 0 (𝑟Past, 𝑚Past, and
𝑚Future) and the dependent variable which was (for this stage
of investigation) chosen to be the peak-time 𝑟Peak, that is, the
time of maximum water flow rate:

𝑟Peak = arg max
𝑡∈Future

𝑟

𝑡
. (30)

For the sake of result quality evaluation, the data was split
into a training set and a testing set in the ratio of 2 : 1, that is, 38
simulations for the training and 19 simulations for the testing.

4.2. Features Generation and Reduction. For each simulation
𝑠, a set of features was extracted by applying several statistical
characteristics on different vectors of data that were derived
from 𝑟Past and 𝑚Past. Namely, the following statistics were
utilized: mean 𝑢, standard deviation 𝜎

𝑢
, median 𝑢̃, mini-

mum min(𝑢), maximum max(𝑢), range (max(𝑢) − min(𝑢)),
interquartile range (𝑞

0.75
(𝑢) − 𝑞

0.25
(𝑢)), difference of the last

value and the mean (𝑢

0
− 𝑢), coefficient of variation CV

𝑢
,

difference of the mean and the median (𝑢 − 𝑢̃), absolute
difference of the mean and the median |𝑢 − 𝑢̃|, skewness
Skew(𝑢) and its absolute value |Skew(𝑢)|, kurtosis Kurt(𝑢)
and its absolute value |Kurt(𝑢)|, slope 𝛽

𝑢
computed from

linear regression of 𝑢
𝑡
= 𝜄

𝑢
+𝛽

𝑢
𝑡+ 𝜀

𝑢
(where 𝜄

𝑢
is the intercept

and 𝜀

𝑢
is the residual error), and trend strength Trend(𝑢)

computed as a 𝑃 value of the hypothesis 𝛽
𝑢
= 0.

All the statistics listed above were computed for each of
the following data 𝑢 ∈ {𝑟Past, 𝑚Past}. Additionally, the same
statistics were determined for the following further newly
created data vectors:

log (𝑢) = {log 󵄨󵄨
󵄨

󵄨

𝑢

𝑡

󵄨

󵄨

󵄨

󵄨

| 𝑡 ∈ {−119, −118, . . . , 0}} ,

diff = {𝑢

𝑡+1
− 𝑢

𝑡
| 𝑡 ∈ {−119, −118, . . . , −1}} ,

log (diff) = {log 󵄨󵄨
󵄨

󵄨

𝑢

𝑡+1
− 𝑢

𝑡

󵄨

󵄨

󵄨

󵄨

| 𝑡 ∈ {−119, −118, . . . , −1}} ,

(31)

where again 𝑢 ∈ {𝑟Past, 𝑚Past}.
Analogously, the same statistics have been utilized also

for 𝑢 = 𝑚Future with the only difference stemming from the
different time values; that is, they were applied to

log (𝑚) = {log 󵄨󵄨
󵄨

󵄨

𝑚

𝑡

󵄨

󵄨

󵄨

󵄨

| 𝑡 ∈ {1, 2, . . . , 48}} ,

diff
𝑚
= {𝑚

𝑡+1
− 𝑚

𝑡
| 𝑡 ∈ {2, 3, . . . , 48}} ,

log (diff
𝑚
) = {log 󵄨󵄨

󵄨

󵄨

𝑚

𝑡+1
− 𝑚

𝑡

󵄨

󵄨

󵄨

󵄨

| 𝑡 ∈ {2, 3, . . . , 48}} .

(32)

Finally, the time point of the forecasted peak,

𝑚Peak = arg max
𝑡∈Future

𝑚

𝑡
, (33)

was also added as an additional feature. It means that a total
amount of 205 new features were generated.
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Table 7: Example of a part of the fuzzy GUHA table for peak shift of PS of the peak forecasted by theMath-1Dmodel. Objects 𝑠
𝑖
are particular

simulations.

𝜎log(𝑟Past)ExSm . . . 𝑚Peak ExBi PSExSm . . . PSExBi
𝑠

1
0.97 . . . 0.62 0.45 . . . 0

𝑠

2
0 . . . 0.2 0 . . . 0.58

𝑠

3
0.75 . . . 0.97 0.66 . . . 0

...
...

...
...

...
...

𝑠

38
0.66 . . . 0.74 0.69 . . . 0

Table 8: Examples of fuzzy rules found by the fuzzy GUHAmethod.

Rule IF part THEN part
𝜎log(𝑟Past) CVlog(𝑟Past) 𝑚Peak PS

R
1

Sm VR Sm Ve Bi QR Sm
R
2

VR Sm Ve Sm Ve Bi Ro Sm
R
3

Ve Sm — Ex Bi ML Sm
. . . . . . . . . . . . . . .

R
69

VRMe QR Sm VR Bi Ro Me

From the pool of features, a regression method [27] was
utilized to select those, which had the highest significance for
a regression model. Particularly, the dependent variable

PS = (𝑟Peak − 𝑚Peak) , (34)

denoting the peak shift, was modelled with the linear
regression of all the generated features. After that, statistical
significance of all the regression coefficients was tested and
only features with 𝑃-value below 0.05 were selected.

In thisway,we ended the feature selectionwith the follow-
ing three features: 𝜎log(𝑟Past): standard deviation of log(𝑟Past);
𝐶𝑉log(𝑟Past): coefficient of variation of log(𝑟Past); and finally,
𝑚Peak: time point of the forecasted peak given by (33).

4.3. Fuzzy GUHAApplication. All computed features, which
were found statistically significant, as described in the previ-
ous subsection, are viewed as quantitative variables. In order
to use them in mining linguistic associations, we had to
convert them into fuzzy attributes. More specifically, we gen-
erated all the possible linguistic expressions (see Section 2)
and determined appropriate contexts for each of the variables,
and finally, for each simulation, we determined the degrees of
membership of the given simulation into the extensions of the
linguistic expressions for each variable. Such process turned
the three antecedent variables into 63 fuzzy attributes—each
related certain evaluative linguistic expression (21 expressions
for each variable; see Section 2.1).

The above introduced variable PS = (𝑟Peak − 𝑚Peak) is
the dependent variable whose dependence on the generated
attributes appearing in antecedents is being “explained” with
the help of the fuzzy GUHA method and the generated
linguistic associations; see Section 3.

Part of the resulting fuzzy GUHA table that contained 84
columns, 63 for antecedent attributes, and 21 for consequent
attributes is shown in Table 7.

Upon the choice of the multitudinal implicational quan-
tifier and the degree of confidence 𝛾 = 0.7 and the degree
of support 𝑟 = 0.1, the fuzzy GUHA generated considerably
many linguistic associations. After the application of the
redundancy detection and removal algorithm [7], we have
obtained 69 fuzzy rules Table 8 that have a twofold impor-
tance:

(i) they describe the situations, under which the disaster
management may expect some time shift of the water
flow rate peak, which is essential for precise warning
and evacuation of people or other preparations works
that may save material costs of the approaching
disaster;

(ii) connected to the PbLD inference mechanism, they
may be directly used to forecast the time shift of the
peak originally forecasted by theMath-1Dmodel and,
thus, to directly correct and precisiate the forecast by
the physical model.

5. Prediction, Results, and Evaluation

5.1. Results and Evaluation. The prediction model was eval-
uated on a testing dataset, that is, on data previously hidden
during the whole data-mining procedure. The testing dataset
consists of 19 simulations, each simulation containing hourly
flow rates for five days in the past and two days of predictions
for the future.

On the testing simulations, the prediction accuracy of the
time of culminating-peakwas compared between the original
Math-1Dmodel and the Math-1Dmodel newly adjusted with
GUHA association rules.

For each testing simulation 𝑠 and model—either original
(by Math-1D) or adjusted (with the help of fuzzy rules)—a
prediction error 𝑒(𝑠) was evaluated as follows:

𝑒 (𝑠) = 𝑚Peak (𝑠) − 𝑟Peak (𝑠) , (35)
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Table 9: A comparison of peak forecast errors 𝑒
𝑚,𝑠

among the original and the adjusted model. The table presents basic statistics computed
from 𝑒

𝑚,𝑠
evaluated on testing data.

Model Min 1st quart. Mean Stdev Median 3rd quart. Max
Original −0.33 0.31 0.603 0.52 0.46 0.88 1.92
Adjusted −1.33 −0.69 −0.205 0.65 −0.12 0.07 1.02

Table 10: Statistical tests of hypotheses of 𝑒
𝑚
= 0: Both Wilcoxon signed rank sum test and one sample 𝑡-test indicate the error 𝑒original to be

very likely nonzero. For adjusted model, the variability of 𝑒adjusted can be explained by randomness.

Model Wilcoxon test One sample 𝑡-test
𝑉 𝑃 value 𝑡 df 𝑃 value

Original 166 0.0004871 5.042 18 0.00008486
Adjusted 61 0.1776 −1.373 18 0.1866

where𝑚Peak(𝑠) is the peak time forecasted for simulation 𝑠 by
a givenmodel and 𝑟Peak(𝑠) is the time of real occurrence of the
peak in simulation 𝑠; see also formulas (30)–(33). Summary
of the comparison can be found in Table 9.

Briefly, it can be stated that the original model expects
the flood peaks approximately a half an hour later than in
reality, on the testing dataset. After adjustments made by our
GUHA model, the estimates become more accurate. More
precisely, the original (Math-1D) model error is on average
0.603 days (with standard deviation 0.521). The error of the
adjustedmodel is −0.205 days (with standard deviation 0.65).

A bias towards positive values of the original model was
also justified by the one sample Wilcoxon rank sum test [28]:
a null hypothesis of zero shift was rejected with 𝑃 value =
0.000487, on the original model. On the other hand, the same
hypothesis cannot be rejected for the adjusted model (with 𝑃
value = 0.1776). Similar results were also obtained with the
one sample 𝑡-test (see Table 10).

6. Conclusion

In this paper, we attempted to deal with an adjustment of
a physical model of water flow rate during floods with the
help of linguistic associations mining. As any physical model
based on differential equations (the Math-1D model, in our
case) is highly dependent on many unreliable parameters,
it seems reasonable to perform some real data analysis that
would inform us, when and under which conditions the
model is (in terms of the culminating water flow rate peak)
time lagged or vice-versa too much ahead.

We approached the task with the help of the fuzzy GUHA
method that automatically generates linguistic associations.
The provided data was firstly extended by a creation of
artificial variables describing various features of the data.The
resulting variables were later on translated into fuzzy GUHA
table using the so-called Evaluative Linguistic Expressions.
This table was used to mine the associations that may be
directly interpreted as fuzzy IF-THEN rules. Such interpre-
tation is beneficial not only because of its interpretability
but it can also be used jointly with the Perception-based
Logical Deduction inference method in order to predict
expected time shift of the flood peaks originally forecasted
by the physical model. Results obtained from this adjusted

model were statistically evaluated in order to confirm the
improvement in the forecasting accuracy.

Let us note that the data-mining analysis as well as
experimental evaluation was performed only on a single
measuring station Svinov placed on Odra River. Indeed,
as the physical model depends on many imprecise and
estimated parameters that may differ over the river flow,
each station would require its own analysis. However, as
the number of stations in the whole region is rather low
(9 stations placed on four main rivers), such approach is
obviously feasible.Thus the promising results give chance for
further and deeper analysis that could enhance the disaster
management bymore accurate physicalmodels with forecasts
adjusted by fuzzy IF-THEN rules. On the other hand, there
is a serious complication in the lack of the past data that
could be analyzed. The high number of previous floods is
unfortunately not accompanied by a sufficiently high number
of precise data. Aswe havementioned, therewas, for example,
a problem of measured zero water flow rates even during
massive floods due to uncalibrated measuring stations or due
to other unspecified reasons. This lack of reliable data may
significantly complicate the situation.

As the first step for future research, we plan to extend
our investigation by using measured past precipitations and
possibly also the forecasted future precipitations that are
already at disposal to the Math-1D model but that were not
at disposal to our data analysis presented in this paper.
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Today it is very difficult to evaluate the quality of spatial databases, mainly for the heterogeneity of input data. We define a fuzzy
process for evaluating the reliability of a spatial database: the area of study is partitioned in isoreliable zones, defined as homogeneous
zones in terms of data quality and environmental characteristics. We model a spatial database in thematic datasets; each thematic
dataset concerns a specific spatial domain and includes a set of layers. We estimate the reliability of each thematic dataset and
therefore the overall reliability of the spatial database. We have tested this method on the spatial dataset of the town of Cava de’
Tirreni (Italy).

1. Introduction

Fuzzy rule-based models are applied in geographical infor-
mation systems (GIS) [1–3] andwe use our previous approach
[4, 5] for estimating the reliability of spatial databases. There
the concept of geodata “reliability” was introduced as a fuzzy
measure of the quality of geodata, based on the analysis of
uncertainty and quality of the data. Strictly speaking, in [5]
the authors implement a tool called (Fuzzy Spatial Reliability
Analysis) Fuzzy-SRA [6] for studying the reliability of the
intrinsic vulnerability of aquifers by utilizing the DRASTIC
model, encapsulated in a GIS; in [4] Fuzzy-SRA is used
for estimating the reliability of the aerophotogrammetric set
of geographic layers of the island of Procida (near Naples,
Italy) and in [7] Fuzzy-SRA is applied in a GIS tool for
implementing a fuzzy rule-based system for analyzing the
eruption risk of the famous vulcan Vesuvius.

As the first step, we need to divide the geographic area
of study in isoreliable zones, that is, in zones having (quasi)
homogeneous data quality and geographical characteristics.
An expert sets the characteristics related to the quality of each
layer (e.g., the percent of uncoded spot elevation features).
Each characteristic, called “parameter,” is a measurable entity

that could affect the quality of the dataset. After calculating
the value of a parameter, a fuzzification process is applied for
estimating the quality of the set of layers, where each fuzzy
set is given by a triangular fuzzy number (TFN), which in
turn is identified from a linguistic label. In other words, an
isoreliable zone is a subarea of the area of study in which the
quality of the geodata is homogeneous; that is, the values of
the parameters are similar and with the same geographical
characteristics (e.g., a flat country).

The expert creates a fuzzy partition, labelling the TFNs
with linguistic labels (say) 𝛼

1
, 𝛼

2
, . . . , 𝛼

𝑛
(see, e.g., Table 3)

for each parameter. An isoreliable zone is associated with
the linguistic label of the corresponding TFN, for which
the membership degree of the parameter is the highest one.
This process is iterated for each parameter of each layer.
The elements of Fuzzy-SRA, associated with each parameter,
are fuzzy attributes represented by a string. To clarify how
these strings are composed, now we suppose, as an example,
that we have partitioned the area of study in 5 isoreliable
zones, 𝑂1, . . . , 𝑂5; hence we create a fuzzy partition of
the domain discourse of the parameter 𝐴 in 6 fuzzy sets
with linguistic labels, respectively, 𝛼

1
, 𝛼

2
, . . . , 𝛼

6
. After the
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Table 1: Example of association of isoreliable zones with linguistic
labels.

Isoreliable zone Linguistic label
O1 𝛼

2

O2 𝛼

1

O3 𝛼

2

O4 𝛼

6

O5 𝛼

4

Table 2: Spatial datasets and related attributes used in [4].

Layer Parameter

Spot elevations (SE) Density of uncoded SE
Density of coded SE per ha

Contour lines
Mean density of contour lines for
ha/mean slope
Standard deviation of contour
lines for ha/mean slope

Buildings
Mean of the absolute value of
perimeter-shape length
Mean of the absolute value of
shape area

Network streets
Mean density of buffer area
covered by buildings
Standard dev. of buffer area
covered by buildings

Table 3: The TFNs of the linguistic labels.

Label Description 𝑎 𝑀 𝑏

𝛼

1
= 𝐶V Optimum reliability 0.80 0.90 1.00

𝛼

2
= 𝑉 Good reliability 0.65 0.75 0.80

𝛼

3
= 𝑀V Sufficient reliability 0.55 0.60 0.65

𝛼

4
= 𝐹 Mediocre reliability 0.45 0.50 0.55

𝛼

5
= Sc Scanty reliability 0.35 0.40 0.45

𝛼

6
= Bd Bad reliability 0.20 0.30 0.35

𝛼

7
= Nl Null reliability 0.00 0.10 0.20

fuzzification process, we associate each isoreliable zone to a
TFN as showed in Table 1.

A string is created for the parameter 𝑃
1
in the following

form:

𝐴 = [𝑂4]

𝛼6
[−]

𝛼5
[𝑂5]

𝛼4
[−]

𝛼3
[𝑂1, 𝑂3]

𝛼2
[𝑂2]

𝛼1
, (1)

where the symbol “−” indicates the absence of isoreliable
zones to be associated with the corresponding TFN.

Now we suppose to create a partition in four TFNs of the
domain of a second attribute 𝑃

2
, obtaining the corresponding

string𝐵.The combination of the two strings𝐴 and𝐵made by
means of the new operation “Δ” is a string𝐶 = (𝐴Δ𝐵) (details
are given in [6] and in Section 2.1) defined as

𝐶 = (𝐴Δ𝐵) = [−]

𝛾8
[𝑜

4
]

𝛾7
[−]

𝛾6
[𝑜

5
]

𝛾5
[−]

𝛾4
[𝑜1]

𝛾3
[𝑜

3
]

𝛾2
[𝑜

2
]

𝛾1
.

(2)

In this string newTFNs, labeled as 𝛾
1
, . . . , 𝛾

8
, are obtained

as well. Generally, if 𝑛 (resp.,𝑚) is the number of TFNs for the

· · ·

· · ·

Spatial database
Spatial database

Layers

Base data Cadastral Geology Hydrography

Surface geology Metal mines Oil and gas wells

Earthquake locations Landslides

Thematic dataset

Figure 1: Spatial hierarchic database: three levels.

string𝐴 (resp.,𝐵), then the string𝐶 contains (𝑛+𝑚−1) TFNs.
The strings obtained for each layer are recombined as in (2)
for obtaining a final string used for evaluating the reliability
of the whole set of layers. For instance, we can consider (see
[4] for details) four aerophotogrammetric layers as given in
Table 2.

After calculating the strings for each layer, they are
combined again by using operator (2) in order to obtain a
final string. In this calculus a weight is associated with each
layer, related to the role of that layer in the spatial database.
For instance, a layer “buildings” can be more relevant with
respect to the layer “infrastructures”; then the quality of the
first layer affects the spatial database reliability more than the
second one.

There is another question to be considered which consists
in the fact that the weight associated with an attribute can
change for different isoreliability zones. For instance, the
quality of the dataset “spot elevation” affects the reliability of
the spatial database in zones with strong slopes more than in
smoothed zones. After assigning the weights, the final string
is to be recalculated as showed in Section 2.3. The reliability
index, to be assigned to each isoreliable zone, is given by the
central value of the TFN in which that zone appears in the
final string.

In our method we model a spatial database in three
hierarchic levels: spatial database, thematic dataset, and layer.
A spatial database is composed of several thematic datasets
(e.g., geology, hydrology, etc.). Each thematic dataset contains
more thematic layers (Figure 1).

Our method starts considering the layer level, assigning
the single parameters to each layer. After determining the
strings for each layer of a thematic dataset, they are combined
with formula (2) for obtaining the final string of the thematic
dataset; successively this string is recalculated by considering
the weights assigned to each layer. After calculating the final
strings of each thematic dataset, we combine these strings by
using again formula (2) and we obtain the final string for the
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whole spatial database. This string is to be recalculated by
considering the weights assigned to each thematic dataset.

For each isoreliable zone, then we obtain the correspond-
ing isoreliability index by taking the central value of the TFN
related to that zone in the final string. We test our method
considering the spatial database of the town of Cava de’
Tirreni, near Salerno (Italy).

In Section 2 we present the algebraic structure given in
[6]. Section 3 contains ourmethod, Section 4 gives the results
of our tests, and Section 5 is conclusions.

2. Definition of the Algebraic Structure

2.1. The Operations. We recall the main properties of the
algebraic structure given in [6]. Let 𝑈 be the universe of
discourse and {𝛼

1
, 𝛼

2
, . . . , 𝛼

𝑛
} an ordered 𝑛-tuple of linguistic

labels, each composed from one or more linguistic modifiers
and a variable, as, for example, “𝛼

1
= False,” “𝛼

2
= More or

Less Good,” . . .,“𝛼
𝑖
= Good,” “𝛼

𝑖+1
= Very Good,” . . .,“𝛼

𝑛
=

Completely Good,” and each represented by suitable TFNs
denoted also by 𝛼

𝑖
, 𝑖 = 1, 2, . . . , 𝑛 (see, e.g., Table 3). Let 𝐴

be a fuzzy attribute, that is, a map 𝐴 : 𝑈 → {𝛼

1
, 𝛼

2
, . . . , 𝛼

𝑛
},

represented by a string of the following type:

𝐴 = [𝑎

𝑛
]

𝛼𝑛
[𝑎

𝑛−1
]

𝛼𝑛−1
⋅ ⋅ ⋅ [𝑎

1
]

𝛼1
, (3)

where 𝑎
𝑖
= 𝐴

−1
(𝛼

𝑖
) is a subset of 𝑈, also called “class” in the

sequel. If 𝐴−1(𝛼
𝑖
) = Ø, then we write 𝑎

𝑖
= [−]. Let 𝐵 be

another fuzzy attribute represented by the following string:

𝐵 = [𝑏

𝑚
]

𝛽𝑚
[𝑏

𝑚−1
]

𝛽𝑚−1
⋅ ⋅ ⋅ [𝑏

1
]

𝛽1
,

(4)

where the used symbols have a similar meaning to the above
ones. In accordance with [6], we define the operation Δ
between 𝐴 and 𝐵 by setting

𝐶 = (𝐴Δ𝐵) = [𝑐𝑚+𝑛−1
]

𝛾𝑚+𝑛−1
[𝑐

𝑚+𝑛−2
]

𝛾𝑚+𝑛−2
⋅ ⋅ ⋅ [𝑐

1
]

𝛾1
, (5)

where, by assuming 𝑛 ≥ 𝑚 without loss of generality, the
subsets {𝑐

𝑖
} are given from the following formulas for 𝑖 =

1, . . . , 𝑚 + 𝑛 − 1:

𝑐

𝑖
=

{

{

{

{

{

{

{

{

{

{

{

{

{

⋃

𝑗=1,...,𝑖

(𝑎

𝑖−𝑗+1
⋂𝑏

𝑗
) if 1 ≤ 𝑖 ≤ 𝑚 − 1,

⋃

𝑗=1,...,𝑚

(𝑎

𝑖−𝑗+1
⋂𝑏

𝑗
) if 𝑚 ≤ 𝑖 ≤ 𝑛 − 1,

⋃

𝑗=𝑖−𝑛+1,...,𝑚

(𝑎

𝑖−𝑗+1
⋂𝑏

𝑗
) if 𝑛 ≤ 𝑖 ≤ 𝑚 + 𝑛 − 1.

(6)

As suggested in [6], the subsets c
𝑖
can be calculated

by using a simple rule based on the usual arithmetical

multiplication.TheTFNs 𝛾
𝑖
, for 𝑖 = 1, . . . , 𝑚+𝑛−1, are indeed

given by

𝛾

𝑖
=

{

{

{

{

{

{

{

{

{

{

{

{

{

{

{

{

{

{

{

{

{

{

{

{

{

{

{

{

{

{

{

{

{

1

𝑘1 + 𝑘2

⋅

𝑖

∑

𝑗=1

𝑑2

𝑗
⋅ 𝑑1

𝑖−𝑗+1
⋅ (𝑘1 ⋅ 𝛼

𝑖−𝑗+1
+ 𝑘2 ⋅ 𝛽

𝑗
)

if 1 ≤ 𝑖 ≤ 𝑚 − 1,
1

𝑘1 + 𝑘2

⋅

𝑚

∑

𝑗=1

𝑑2

𝑗
⋅ 𝑑1

𝑖−𝑗+1
⋅ (𝑘1 ⋅ 𝛼

𝑖−𝑗+1
+ 𝑘2 ⋅ 𝛽

𝑗
)

if 𝑚 ≤ 𝑖 ≤ 𝑛 − 1,
1

𝑘1 + 𝑘2

⋅

𝑚

∑

𝑗=𝑖−𝑛+1

𝑑2

𝑗
⋅ 𝑑1

𝑖−𝑗+1
⋅ (𝑘1 ⋅ 𝛼

𝑖−𝑗+1
+ 𝑘2 ⋅ 𝛽

𝑗
)

if 𝑛 ≤ 𝑖 ≤ 𝑚 + 𝑛 − 1
(7)

with the above coefficients 𝑑
𝑖
, for 𝑖 = 1, . . . , 𝑚+𝑛−1, defined

by

𝑑

𝑖
=

{

{

{

{

{

{

{

{

{

{

{

{

{

{

{

{

{

{

{

{

{

{

{

{

{

𝑖

∑

𝑗=1

𝑑2

𝑗
⋅ 𝑑1

𝑖−𝑗+1
if 1 ≤ 𝑖 ≤ 𝑚 − 1,

𝑚

∑

𝑗=1

𝑑2

𝑗
⋅ 𝑑1

𝑖−𝑗+1
if 𝑚 ≤ 𝑖 ≤ 𝑛 − 1,

𝑚

∑

𝑗=𝑖−𝑛+1

𝑑2

𝑗
⋅ 𝑑1

𝑖−𝑗+1
if 𝑛 ≤ 𝑖 ≤ 𝑚 + 𝑛 − 1.

(8)

The index 𝑑1
𝑖
(resp., 𝑑2

𝑖
) represents the number of

subsets {𝑎
𝑖
} (resp., {𝑏

𝑖
}) of the string 𝐴 (resp., 𝐵) involved in

the operation of union performed to obtain the subsets {𝑐
𝑖
} of

the resulting fuzzy attribute 𝐶, whereas the index 𝑘1 (resp.,
𝑘2) stands for the total number of subsets {𝑎

𝑖
} of𝐴 (resp., {𝑏

𝑖
}

of𝐵) involved in the operation of intersection which gives the
subsets {𝑐

𝑖
} of 𝐶.

2.2. The Weights of the Attributes. The first step, which
precedes the above mentioned operations over the strings,
consists in the determination of the weights of each attribute
connected to a fixed zone because they can vary by changing
zone. Strictly speaking, the abovemodel implies the necessity
to build a mean of the weights of the zones which have
the same linguistic label in an attribute. This mean shall
be the weight of that linguistic label, which in turn is
multiplied for the middle point of the TFN, representing the
same label, giving a number 𝑞, of which we consider the
smallest integer contained in it, that is, INT (𝑞). At the right
of the same linguistic label, thus we create INT (𝑞)-linguistic
labels “approximated” with the procedure of Section 2.3. For
example, we consider six zones 𝑂1, . . . , 𝑂6 in which the
fuzzy attribute 𝐴 has received six values with the related
weights 𝑊1 in accordance with Table 3. Then if 𝑈 =

{𝑂1, 𝑂2, 𝑂3, 𝑂4, 𝑂5, 𝑂6}, then the fuzzy attribute 𝐴 is repre-
sented by the following string:

A = [𝑂1, 𝑂3, 𝑂4]𝐶V[𝑂2]V[𝑂5]𝑀V[𝑂6]𝐹 (9)

and consider the linguistic label 𝐶V. For simplicity, let us
denote by W

1𝑖
the weight of the attribute 𝐴 for the zones
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𝑂𝑖 with 𝑖 = 1, 3, 4. Then the mean value 𝑊
1,𝐶V for 𝐶V

is equal to 2, to be multiplied for 1.0 (cf. Table 2) giving
𝑁

1,𝐶V = INT (𝑊
1,𝐶V ⋅ 1.0) = 2 which represents the number

of new linguistic labels, inserted at the right of 𝐶V. Other
new linguistic labels shall not be inserted at the right of the
three remaining labels since we have, with evident meaning
of the symbology,𝑊

1,𝑉
= 𝑊

12
= 1,𝑊

1,𝑀V = 𝑊15 = 1, and
𝑊

1,𝐹
= 𝑊

16
= 1 obtaining 𝑁

1,𝑉
= INT (𝑊

1,𝑉
⋅ 0.7) = 0,

𝑁

1,𝑀V = INT (𝑊
1,𝑀V⋅0.6) = 0, and𝑁1,𝐹 = INT (𝑊

1,𝐹
⋅0.5) = 0.

Then we obtain the following finer string for the attribute A:

A = [𝑂1, 𝑂3, 04]𝐶V[−]𝐶V,2[−]𝐶V,1[𝑂2]𝑉[𝑂5]𝑀V[𝑂6]𝐹. (10)

This methodology gives the advantage to improve the
position of the objects (in our case study, the isoreliable
zones) in the set of the attributes, just bearing in mind
the new linguistic labels with which the objects can be
associated. The calculation of the membership functions for
the TFNs, representing the new linguistic labels, is made in
the following way.

Let 𝛽 be the considered linguistic label present in the
attribute Ai and let 𝑁

𝑖,𝛽
be the number of the new linguistic

labels obtained with the above procedure. Let 𝛼 be the
linguistic label immediately following 𝛽 in the linguistic
labels of Ai. For every 𝑡 = 1, . . . , 𝑁

𝑖,𝛽
, we put 𝑎

𝛽,𝑡
= 𝑎

𝛼
+

𝑡

∗
(𝑎

𝛽
− 𝑎

𝛼
)/(𝑁

𝑖,𝛽
+ 1) and similarly for 𝑀

𝛽,𝑡
and 𝑏
𝛽,𝑡
. Then

[𝑎

𝛽,𝑡
,𝑀

𝛽,𝑡
, 𝑏

𝛽,𝑡
] is theTFN representative of the linguistic label

𝛽, 𝑡.

2.3. Approximation of the Linguistic Labels. Some TFNs
obtained in the final fuzzy attribute, after the successive com-
position of several strings, must be reconverted in linguistic
labels, which can be approximated to known TFNs using the
following procedure.

Let 𝛽 be the TFN to be approximated and 𝛼, 𝛾 TFNs
known (i.e., the meaning of their linguistic labels is known)
such that𝑀

𝛼
≤ 𝑀

𝛽
≤ 𝑀

𝛾
. By setting 𝑑 = 𝑀

𝛾
− 𝑀

𝛼
and if

𝑀

𝛼
≤ 𝑀

𝛽
≤ 𝑀

𝛼
+ 𝑑/10, then we put 𝛽 = 𝛼; if𝑀

𝛼
+ 𝑑/10 <

𝑀

𝛽
≤ 𝑀

𝛼
+ 3𝑑/10, then we say 𝛽 is “Next To 𝛼” and we write

𝛽 = NT[𝛼]; if𝑀
𝛼
+ 3𝑑/10 < 𝑀

𝛽
≤ 𝑀

𝛼
+ 7𝑑/10, then we say

𝛽 is “Included Between 𝛼 and 𝛾” and we write 𝛽 = IB[𝛼, 𝛾]; if
𝑀

𝛼
+ 7𝑑/10 < 𝑀

𝛽
≤ 𝑀

𝛼
+ 9𝑑/10, then we say 𝛽 is “Before

To 𝛾” and we write 𝛽 = BT[𝛾]; if𝑀
𝛼
+ 9𝑑/10 < 𝑀

𝛽
≤ 𝑀

𝛾
,

then we put 𝛽 = 𝛾. For instance, taking in account the TFNs
of Table 3, let 𝛽 = 𝛾

6
as in Section 2.1. Since𝑀

𝑉
≤ 𝑀

𝛽
≤ 𝑀

𝐶V
and 𝑑 = 0.30, it is easily seen that 𝛽 = IB[𝑉, 𝐶V].

We note that no matter of comparison between 𝑎
𝛼
, 𝑎
𝛽
,

and 𝑎
𝛾
and similarly for 𝑏

𝛼
, 𝑏
𝛽
, and 𝑏

𝛾
is requested in this

procedure.

3. Fuzzy Reliability for Spatial Databases

Wemodel a spatial database in a three-level hierarchic struc-
ture as showed in Figure 1. The spatial database is composed
of thematic datasets referred to as specific spatial domains.
Each thematic dataset is composed of layer, that is, of geo-
referenced vectors or raster themes.

As in [4], after applying the algebraic structure on the
strings corresponding to each parameter and recalculating

the final string considering the weights assigned to the
parameters, we reuse the algebraic structure operator apply-
ing it to the final strings associated with the layers of a
thematic dataset and recalculating the final string obtained
considering the weights associated with these layers. For
obtaining the reliability index of the spatial database we apply
the operator of the algebraic structure to the final strings
associated with each thematic dataset and recalculate the
obtained final string considering the weights assigned to
each thematic dataset. Therefore we estimate the reliability
of the spatial database in each isoreliable zone and apply the
calculus on the algebraic structure as described in Section 2
in each level of our spatial databasemodel. Belowwe describe
the single steps that compose our method.

(1) The domain expert creates a partition of the area
of study in isoreliable zones; each isoreliable zone is
a geographical area, homogeneous in terms of data
quality and environmental characteristics.

(2) For each layer the parameters are identified, that is,
the observables that affect the quality of the layer,
and assigned; for each isoreliable zone, the labels
of the corresponding TFNs and the weights of each
parameter are assigned as well. The expert creates
a fuzzy partition in TFNs of the domain of each
parameter.

(3) For each layer the operator of the algebraic structure
[6] is applied on the parameters, obtaining a final
string to be recalculated (as described in Section 2.2)
by considering the weights assigned to the same
parameters. We obtain the index of reliability of each
layer; we call the map of this index the reliability map
of the layer.

(4) In each thematic dataset its layers are identified as
parameters; the string associated with a layer is given
by the final string calculated for this layer. For each
isoreliable zone the expert assigns the weights of each
layer considering the impact of the layer on the quality
of its thematic dataset.

(5) For each thematic dataset the operator of the alge-
braic structure [6] is applied on the related strings
by obtaining a final string to be recalculated (as
described in Section 2.2) by considering the weights
assigned to the same layers. We obtain the index of
reliability and the corresponding reliabilitymap of the
thematic dataset.

(6) Now we identify as parameters the thematic datasets
of the spatial database; the string associated with a
thematic dataset is given by the final string calculated
for this thematic dataset. The expert assigns, for each
isoreliable zone, the weights of each thematic dataset
considering the impact of the layer on the quality of
the spatial database.

(7) The operator of the algebraic structure [6] is applied
on the string assigned to each thematic dataset, ob-
taining a final string to be recalculated (as described
in Section 2.2) by considering the weights assigned to
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Table 4: Values for𝑊
1
.

ID 𝐴 𝑊

1

O1 𝐶V 3
O2 𝑉 1
O3 𝐶V 2
O4 𝐶V 1
O5 𝑀V 1
O6 𝐹 1

Figure 2: The five isoreliable zones of the area of study.

the same thematic datasets. We obtain the index of
reliability and the related reliability map of the spatial
database.

In Section 4 we present the results by applying our
method on a spatial database based on the tool Fuzzy-SRA.

4. Test Results

In our tests the area of study is given by the town of Cava
de’ Tirreni (Italy). Considering the data quality and the
environmental and climatic characteristics, the area of study
is partitioned in five isoreliable zones as showed in Figure 2.

We consider the most significant thematic datasets and
layers of the spatial database. In our test we consider 5
thematic datasets. In Table 5 we show the thematic datasets
and the parameters chosen for each layer.

In the choice of the parameters, particular attention was
focused on the absence of primary information connected to
geographical entities (e.g., the height of a building or of a spot
elevation’s point).

Other characteristics that affect the quality of a layer
consist of geometric and topological types of errors (isolated
street lines or particles intersecting between them).

To simplify the calculus we create for each parameter a
fuzzy partition in five TFNs, labeled as showed in Table 3.
For brevity we show only the TFNs set for the parameter

Table 5: Layers and parameters of the spatial database.

Thematic dataset Layer Parameter

(1) Aerial
photogrammetric
data

(1.1) Streets Density of isolated lines
Density of unlabeled
lines

(1.2) Buildings

Density of intersecting
polygons
Density of polygons with
uncoded height value
Density of polygons with
wrong height value

(1.3) Spot
elevations

Density of uncoded
points
Density of points with
wrong elevation value

(1.4) Contours Density of uncoded lines
Density of lines with
wrong elevation value

(2) Cadastral data

(2.1) Terrain
parcels

Density of intersecting
polygons
Density of uncoded
polygons

(2.2) Buildings
parcels

Density of intersecting
polygons
Density of uncoded
polygons
Density of polygons not
overlapping buildings

(2.3) Land use
Density of intersecting
polygons
Density of unlabeled
polygons

(3) Hydrology

(3.1) Rivers
Density of unlabeled
lines
Density of overlapping
lines

(3.2) Lakes
Density of intersecting
polygons
Density of unlabeled
polygons

(3.3) Aquifers
Density of polygons with
wrong piezometric
elevation value

(4) Geology

(4.1) Surface
geology

Density of intersecting
polygons
Density of unlabeled
polygons

(4.2) Land slides
Density of intersecting
polygons
Density of unlabeled
polygons

(4.3) Alluvial zones
Density of intersecting
polygons
Density of unlabeled
polygons
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Table 5: Continued.

Thematic dataset Layer Parameter

(5) Infrastructural
networks

(5.1) Road network
Density of overlapping
lines
Density of unlabeled arcs

(5.2) Drainage
system

Density of overlapping
lines
Density of unlabeled arcs

(5.3) Water supply
network

Density of overlapping
lines
Density of unlabeled arcs

(5.4) Electricity
grid

Density of overlapping
lines
Density of unlabeled arcs

Table 6: TFNs for the layer (1.1)—parameter “density of isolated
lines.”

Label Description 𝑎 𝑀 𝑏

𝐶V Optimum reliability 0.00 0.005 0.01
𝑉 Good reliability 0.01 0.015 0.02
𝑀V Sufficient reliability 0.02 0.03 0.04
𝐹 Mediocre reliability 0.04 0.05 0.06
Sc Scanty reliability 0.06 0.08 0.10
Bd Bad reliability 0.10 0.20 0.30
Nl Null reliability 0.30 0.60 1.00

Table 7: TFNs for the Layer (2.1)—parameter “density of intersect-
ing polygons.”

Label Description 𝑎 𝑀 𝑏

𝐶V Optimum reliability 0.00 0.005 0.01
𝑉 Good reliability 0.01 0.02 0.03
𝑀V Sufficient reliability 0.03 0.04 0.05
𝐹 Mediocre reliability 0.05 0.07 0.09
Sc Scanty reliability 0.09 0.12 0.15
Bd Bad reliability 0.15 0.18 0.21
Nl Null reliability 0.21 0.70 1.00

Table 8: Weights assigned for the layer (1.1)—parameter “density of
isolated lines.”

Zone Weight
O1 4
O2 4
O3 4
O4 3
O5 3

“density of the isolated lines” of the layer 1.1 street and for the
parameter “density of intersecting polygons of the layer 2.1—
Terrain parcels.”

For each isoreliable zone the weights of the parameters
are assigned by an expert. For brevity, we show the weight

Table 9: Weights assigned for the layer (2.1)—parameter “density of
intersecting polygons.”

Zone Weight
O1 5
O2 5
O3 4
O4 4
O5 4

Table 10:Weights assigned to the layers of each thematic dataset for
the isoreliable zone O1.

Thematic dataset Layer Weight

(1) Aerial
photogrammetric data

(1.1) Streets 4
(1.2) Buildings 4
(1.3) Spot elevations 3
(1.4) Contours 3

(2) Cadastral data
(2.1) Terrain parcels 4
(2.2) Buildings parcels 4
(2.3) Land use 3

(3) Hydrology
(3.1) Rivers 3
(3.2) Lakes 3
(3.3) Aquifers 2

(4) Geology
(4.1) Surface geology 4
(4.2) Land slides 3
(4.3) Alluvial zones 3

(5) Infrastructural
networks

(5.1) Road network 4
(5.2) Drainage system 3
(5.3) Water supply network 3
(5.4) Electricity grid 2

assigned to the two previous parameters for each isoreliable
zone.

After combining the strings related to each parameter of a
layer, we obtain a final string that is recalculated considering
the weights assigned to the same parameters. By using this
string we obtain the reliability map of the layer. For brevity,
considering Tables 4, 6, 7, 8, 9, we show the isoreliabilitymaps
for the layers 1.1 (Figure 3) and 2.1 (Figure 4) with final string,
respectively, given by

A = [𝑂1]𝐶V[𝑂2]IB[𝑉,𝐶V][𝑂3]𝑀V[𝑂5]NT[𝑀V][𝑂4]𝐹,

B = [𝑂1, 𝑂2]𝐶V[𝑂3]NT[𝑉][𝑂4, 𝑂5]IB[𝑀V,𝐹].
(11)

In these maps we note that the two less reliable zones are
𝑂4 and 𝑂5; in fact, in these zones the data are imprecise.
After obtaining the final string for each layer of a thematic
dataset, we combine them for obtaining the final string for
the thematic dataset. Then we recalculate this final string
by considering the weights assigned to the layers for each
isoreliable zone. In Table 10 we show the weights assigned to
each layer for the isoreliable zone 𝑂1.
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Table 11: Reliability values obtained for the five thematic datasets.

Isoreliable zone Reliab. value 1 Reliab. value 2 Reliab. value 3 Reliab. value 4 Reliab. value 5
O1 0.90 0.87 0.85 0.85 0.87
O2 0.86 0.85 0.82 0.82 0.85
O3 0.67 0.74 0.74 0.71 0.71
O4 0.44 0.53 0.53 0.50 0.44
O5 0.47 0.57 0.57 0.53 0.47

Table 12: Weights assigned to the thematic datasets for the isoreliable zone O1.

Isoreliable zone Weights of dataset 1 Weights of dataset 2 Weights of dataset 3 Weights of dataset 4 Weights of dataset 5
O1 5 5 3 4 3
O2 5 5 3 4 3
O3 5 5 3 4 3
O4 5 5 4 5 3
O5 5 5 4 5 3

EW

S

N

Isozone

Cv
IB[V, Cv]
Mv

NT[Mv]
F

3 0 3 6

(km)

Figure 3: The reliability map for the layer 1.1—streets.

Figure 5 shows the thematic map of the thematic dataset
“Aerial photogrammetric data.” We consider as isoreliability
values the central values of the TFN formed in the final string.

In Figure 6 we show the thematic map of the thematic
dataset “Cadastral data.”

The two reliability maps show that in the isoreliable zones
𝑂4 and 𝑂5 the quality of the data is poor. This result is
confirmed for all the thematic datasets. In Table 11 we show
the reliability values obtained for the five thematic datasets in
each isoreliable zone.

EW

S

N

Isozone

Cv

5 0 5 10

(km)

IB[Mv, F]
NT[V]

Figure 4: The reliability map for the layer 2.1—terrain parcels.

After the calculation of the final strings for each thematic
dataset, we combine them for obtaining the final string of
the spatial dataset of Cava de’ Tirreni (Italy). This final
string is recalculated by considering the weights assigned to
the thematic datasets for each isoreliable zone. The weights
assigned for the five isoreliable zones are showed in Table 12.

The weights of the spatial datasets 3 and 4 for the isore-
liable zones 𝑂4 and 𝑂5 are different with respect to the ones
assigned for the isoreliable zones 𝑂1, 𝑂2, and 𝑂3. Indeed in
the isoreliable zones𝑂4 and𝑂5 the surface terrains slopes are
significant and there are many hydrographic characteristics.
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Figure 5: The reliability map for the thematic dataset “Aerial
photogrammetric data.”
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Figure 6: The reliability map for the thematic dataset “Cadastral
data.”

EW

S

N

Isozone

3 0 3 6

(km)

0.47

0.52

0.7

0.86

0.88

Figure 7: The reliability map for the spatial database of Cava de’
Tirreni.

Finally in Figure 7 we show the reliability map for the spatial
database.

The results in Figure 7 confirm the previous ones corre-
sponding to the single thematic datasets.The reliability index
is good in the isoreliable zones 𝑂1 and 𝑂2, fairly good in the
isoreliable zone 𝑂3, and poor in the isoreliable zones 𝑂4 and
𝑂5.

5. Conclusions

To give an evaluation of the reliability of spatial database is
a complex problem due to the lack of homogeneity of the
spatial datasets and to the variation of the data quality on
the area of study. Then the usage of a fuzzy logic approach
is adequate for measuring the quality of spatial information.
In this research we adopt the fuzzy algebraic structure [6] and
the fuzzy reliabilitymethod applied in [4, 5] for evaluating the
reliability of spatial datasets, in order to estimate the reliability
of a whole spatial database.

We structure the spatial database in a three hierarchical
levels, evaluating the reliability of the single layers, of the
thematic datasets, and finally of the spatial database. We
test our method on the spatial database of Cava de’ Tirreni
(Italy). An expert identifies the isoreliable zones and assigns
the weights to each parameter, to the layers, and to the
thematic datasets. We present the results obtained and the
final reliability map of the spatial database on the area of
study.
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We show a new approach for detecting hotspots in spatial analysis based on the extended Gustafson-Kessel clustering method
encapsulated in a Geographic Information System (GIS) tool. This algorithm gives (in the bidimensional case) ellipses as cluster
prototypes to be considered as hotspots on the geographic map and we study their spatiotemporal evolution. The data consist of
georeferenced patterns corresponding to positions of Taliban’s attacks against civilians and soldiers in Afghanistan that happened
during the period 2004–2010. We analyze the formation through time of new hotspots, the movement of the related centroids, the
variation of the surface covered, the inclination angle, and the eccentricity of each hotspot.

1. Introduction

Hotspot detection is a known spatial clustering process in
which it is necessary to detect spatial areas on which specific
events thicken [1]; the patterns are the events georeferenced as
points on the map; the features are the geographical coordi-
nates (latitude and longitude) of any event. Hotspot detection
is used in many disciplines, as in crime analysis [2–4], for
analyzing where crimes occur with a certain frequency, in fire
analysis [5] for studying the phenomenon of forest fires, and
in disease analysis [6–9] for studying the localization and the
focuses of diseases. Generally speaking, for detecting more
accurately the geometrical shapes of hotspot areas algorithms
based on density [10, 11] are used and they measure the
spatial distribution of patterns on the area of study, but these
algorithms have a high computational complexity.

In [5, 12, 13] a new hotspot detection method based
on the extended fuzzy C-means algorithm (EFCM) [14, 15]
was proposed, which is a variation of the famous fuzzy C-
means (FCM) algorithm that detects cluster prototypes as
hyperspheres.With respect to the FCM algorithm, the EFCM
algorithm has the advantages of determining recursively

the optimal number of clusters and being robust in the
presence of noise and outliers. In [5, 12, 13] the EFCM is
encapsulated in a GIS tool for detecting hotspots as circles
displayed on themap.The pattern event dataset is partitioned
according to the time of the event’s detection, so each subset
is corresponding to a specific time interval. The authors
compare the hotspots obtained in two consecutive years by
studying their intersection on the map. In this way it is
possible to follow the evolution of a particular phenomenon
studying how its incidence is shifting and spreading through
time.

In this paper we present a new hotspot detection method
based on the extended Gustafson-Kessel algorithm (EGK)
[14, 15] for studying the spatiotemporal evolution of hotspots.
Our aim is to improve the shape of the hotspots, maintaining
a good computational complexity: indeed the EGK algorithm
gives the cluster prototypes as hyperellipsoids and ellipses in
the bidimensional case. The EGK algorithm is an extension
of the Gustafson-Kessel (GK) algorithm [16] which we briefly
present.

Let X = {x
1
, . . . , x

𝑁
} ⊂ 𝑅

𝑛 be a dataset composed of
𝑁 patterns x

𝑗
= (𝑥

1𝑗
, 𝑥

2𝑗
, . . . , 𝑥

𝑛𝑗
)

𝑇, where 𝑥
𝑘𝑗

is the 𝑘th
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√𝜆i,1

√𝜆i,2

v𝒊

Figure 1: Example of ellipses cluster prototype using the GK
algorithm.

component (feature) of the pattern x
𝑗
. The GK algorithm

minimizes the following objective function:

𝐽 (X,U,V) =
𝐶

∑

𝑖=1

𝑁

∑

𝑗=1

𝑢

𝑚

𝑖𝑗
𝑑

2

𝑖𝑗
, (1)

where 𝐶 is the number of clusters fixed a priori, 𝑢
𝑖𝑗
is the

membership degree of the pattern x
𝑗
to the 𝑖th cluster (𝑖 =

1, . . . , 𝐶), V = {v
1
, . . . , v

𝐶
} ⊂ 𝑅

𝑛 is the set of points given by
the centroids of the 𝐶 clusters, 𝑚 is the fuzzifier parameter,
and 𝑑

𝑖𝑗
is the distance between v

𝑖
= (V
1𝑖
, V
2𝑖
, . . . , V

𝑛𝑗
)

𝑇 and x
𝑗
.

The general form of this distance is given by

𝑑

𝑖𝑗
=

√

(x
𝑗
− k
𝑖
)

𝑇

A
𝑖
(x
𝑗
− k
𝑗
),

(2)

where A
𝑖
is the norm matrix, defined to be symmetric and

positive. In the FCM algorithm A
𝑖
is equal to the identity

matrix I. In the GK algorithm the following Mahalanobis
distance [17] is used:

𝑑

𝑖𝑗
=

√

(x
𝑗
− k
𝑖
)

𝑇

P−1
𝑖
(x
𝑗
− k
𝑗
),

(3)

where P
𝑖
is the covariance matrix of the 𝑖th cluster given by

P
𝑖
=

∑

𝑁

𝑗=1
𝑢

𝑚

𝑖𝑗
(x
𝑗
− k
𝑖
) (x
𝑗
− k
𝑖
)

𝑇

∑

𝑁

𝑗=1
𝑢

𝑚

𝑖𝑗

.

(4)

The covariance matrix P
𝑖
provides information about the

shape and orientation of the cluster. The length of the 𝑘th
axis of the hyperellipsoid is given by the root square of the
𝑘th eigenvalue 𝜆

𝑖𝑘
of P
𝑖
. The directions of the axes of the

hyperellipsoid are given by the directions of the eigenvectors
of thematrixP

𝑖
. In Figure 1 we show an example of ellipsoidal

cluster prototype.
Using the Lagrange multipliers for minimizing objective

function (1), we obtain the following solution for the cen-
troids of each cluster prototype:

k
𝑖
=

∑

𝑁

𝑗=1
𝑢

𝑚

𝑖𝑗
x
𝑗

∑

𝑁

𝑗=1
𝑢

𝑚

𝑖𝑗

, (5)

A − (A ∩ B) = A − B A ∩ B B − (A ∩ B) = B − A

A
B

Figure 2: Intersection of two elliptical hotspots detected for events
that happened in two consecutive periods.

where 𝑖 = 1, . . . , 𝐶 and 𝑢
𝑖𝑗
are given by:

𝑢

𝑖𝑗
=

1

(∑

𝑐

ℎ=1
(𝑑

2

𝑖𝑗
/𝑑

2

ℎ𝑗
))

2/(𝑚−1)
. (6)

Initially the 𝑢
𝑖𝑗
’s and the v

𝑖
are assigned randomly and

updated in each iteration. If 𝑈(𝑙) = (𝑢(𝑙)
𝑖𝑗
) is the matrix U

calculated at the 𝑙th step, the iterative process stops when
󵄩

󵄩

󵄩

󵄩

󵄩

U(𝑙) − U(𝑙−1)󵄩󵄩󵄩
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󵄩
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𝑖,𝑗
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𝑖𝑗
− 𝑢

(𝑙−1)

𝑖𝑗

󵄨

󵄨

󵄨

󵄨

󵄨

< 𝜀, (7)

where 𝜀 > 0 is a prefixed parameter.
This algorithm is sensitive to the presence of outliers

and noise and the number of cluster 𝐶 is fixed a priori; as
in the FCM algorithm, we need to use a validity index for
determining an optimal value for the number of clusters
𝐶. In order to overcome these shortcomings, in [1, 16]
the EGK algorithm is proposed which is a variation of
the GK algorithm: there the optimal number of clusters is
obtained during the iteration process. Furthermore, the EGK
algorithm is robust with respect to the presence of noise and
outliers.

In this paper we propose a new approach based on the
EGK clustering method for detecting hotspots and studying
their spatiotemporal evolution. Taking into consideration the
bidimensional case, we obtain ellipses to be approximated as
hotspot area better than the circular areas produced in the
EFCMmethod.

Figure 2 shows an example of two intersecting elliptical
hotspots, obtained as clusters detected by means of EGK
method in two consecutive periods.

Figure 2 show three different regions:

(i) the area in which the hotspot A is not intersected
by the hotspot B (corresponding to A − (A ∩ B) =
A − B): this region can be considered as a set of
geographical areas in which the prematurely detected
event disappears successively;
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(ii) the area of intersection A ∩ B: this area can be
considered a geographical area in which the event
persists in the course of time;

(iii) the area in which the hotspot B is not intersected by
the hotspot A (corresponding to B−(A∩B) = B−A):
this region can be considered as a set of geographical
areas in which the prematurely not detected event
propagates successively.

We can study the spatiotemporal evolution of the hotspots
by analyzing the interactions between elliptical hotspots
detected for consecutive periods, by verifying the presence
of clusters in areas in which clusters have not yet been
detected previously and the disappearance of clusters in areas
previously covered by hotspots.

In this research we present a method for studing
the spatiotemporal evolution of hotspots areas of war in
Afghanistan; we apply the EGK algorithm for comparing
consecutive years’ event datasets corresponding to positions
of Taliban’s attacks against civilian and soldiers. Each event
corresponds to the geolocalization of the site where Taliban’s
attack happened as well.

We study the spatiotemporal evolution of the hotspots
by analyzing the intersections of hotspots corresponding to
two consecutive years, the displacement of the centroids,
the increase or reduction of the hotspots areas, and the
emergence of new hotspots.

In Section 2we give an overview of the EGK algorithm. In
Section 3 we present our method for studying the spatiotem-
poral evolution of hotspots in spatial analysis. In Section 4
we present the results of the spatiotemporal evolution of
hotspots. Our conclusions are contained in Section 5.

2. The EGK Algorithm

In the EGK algorithm we consider clustering prototypes
given by hyperellipsoids in the 𝑛-dimensional feature’s space.
The 𝑖th hyperellipsoidal cluster prototype 𝑉

𝑖
is characterized

by a centroid v
𝑖
= (V
1𝑖
, . . . , V

𝑛𝑖
) and a mean radius 𝑟

𝑖
and we

say that 𝑥
𝑗
belongs to 𝑉

𝑖
if 𝑑
𝑖𝑗
≤ 𝑟

𝑖
.

The radius 𝑟
𝑖
is obtained considering the covariance

matrixP
𝑖
of the 𝑖th cluster, defined by (4), whose determinant

gives the volume of the 𝑖th cluster. Since P
𝑖
is symmetric and

positive, it can be decomposed in the form

P
𝑖
= Q
𝑖
Λ
𝑖
Q𝑇
𝑖
,

(8)

where Q
𝑖
is an orthonormal matrix and 𝜆

𝑖
= (𝜆

𝑖𝑗
) is a

diagonal matrix. The mean radius 𝑟
𝑖
is given as [15]
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(9)

In the EGK algorithm the objective function to be
minimized is

𝐽 (X,U,V) =
𝐶

∑

𝑖=1

𝑁

∑
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2

𝑖
) , (10)

where 𝑑
𝑖𝑗
is given by the Mahalanobis distance (3). The

solutions obtained for the centroids v
𝑖
are given by formula

(5) and the functions 𝑢
𝑖𝑗
are obtained by
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where 𝑤
𝑘𝑗
= max(0, 1 − (𝑟2
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2
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> 0, one defines 𝑢
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in the following way:

𝑢

𝑖𝑗
=

{

{

{

{

{

0 if 𝑑2
𝑖𝑗
𝑤

𝑖𝑗
> 0

1

𝜑

𝑗

if 𝑑2
𝑖𝑗
𝑤

𝑖𝑗
= 0.

(12)

Formula (12) produces the negative effect of diminishing
the objective function (10) when a meaningful number of
features are placed in a cluster; this effect can prevent the
separation of the clusters. In order to solve this problem in
[15], one starts with a small value 𝑟

𝑖
and by setting gradually

𝑟

𝑖
:= 𝑟

𝑖
+ 𝛽

(𝑖)
/𝐶

(𝑖), where 𝐶(𝑖) is the number of clusters at the
𝑖th iteration and 𝛽(𝑖) is defined recursively as 𝛽(0) = 1, 𝛽(𝑖) =
min(𝐶(𝑖−1), 𝛽(𝑖−1)) (𝐶(0) is the initial number of clusters). By
setting

𝐼

𝑖𝑘
=
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one defines the symmetric matrix 𝑆 = (𝑆
𝑖𝑘
), where 𝑆

𝑖𝑘
=

max{𝐼
𝑖𝑘
, 𝐼

𝑘𝑖
}. If 𝑆(𝑙) is the matrix 𝑆 at the 𝑙th iteration (𝑙 > 1)

and the threshold𝛼(𝑙) = 1/(𝐶(𝑙)−1) is introduced, two indexes
𝑖

∗ and 𝑘∗ are determined such that 𝑆(𝑙)
𝑖
∗
𝑘
∗ = max{𝑆(𝑙)

𝑖𝑘
: 𝑖 =

1, . . . , 𝑁; 𝑘 = 1, . . . , 𝐶} ≥ 𝛼

(𝑙). Then these indices are merged
by setting, for any 𝑗 = 1, . . . , 𝑁,

𝑢

(𝑙)

𝑖
∗
𝑗
:= 𝑢

(𝑙)

𝑖
∗
𝑗
+ 𝑢

(𝑙)

𝑘
∗
𝑗
,

𝐶

(𝑙)
:= 𝐶

(𝑙−1)
+ 1;

(14)

thus, the 𝑘∗th row can be removed from the matrix 𝑈(𝑙). In
conclusion the following steps hold for the EGK algorithm.

(1) The user assigns initially 𝐶(0),𝑚 > 0 (usually𝑚 = 2),
𝜀 > 0, 𝑆(0)

𝑖𝑘
= 0, and 𝛽(0) = 1.

(2) 𝑢(0)
𝑖𝑗
are fixed randomly.

(3) V
𝑖
and 𝑟

𝑖
are calculated with formulae (5) and (9),

respectively.
(4) 𝑢
𝑖𝑗
are calculated with formulae (11) and (12).

(5) Determine 𝑖∗ and 𝑘∗ such that 𝑆(𝑙)
𝑖
∗
𝑘
∗ = max{𝑆(𝑙)

𝑖𝑘
: 𝑖 =

1, . . . , 𝑁; 𝑘 = 1, . . . , 𝐶}.
(6) If 𝑆(𝑙)

𝑖
∗
𝑘
∗ > 𝛼

(𝑙), then the 𝑖∗th and 𝑘∗th clusters are
merged via formula (14) and the 𝑘∗th row is deleted
from 𝑈(𝑙).

(7) If formula (7) is satisfied, then the process stops
otherwise go to (3) for the (𝑙 + 1)th iteration.
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Figure 3: Mask created in the ESRI/ArcGIS tool for managing the
EGK process.

Figure 4: Mask created in the ESRI/ArcGIS tool for displaying the
information of the detected cluster prototypes.

3. Hotspots Detection and Evolution in
Military War

Each pattern is given by the event corresponding to a place in
which an attack has occurred.The two features of the pattern
are the geographic coordinates of this place.

We divide the event dataset into subsets corresponding to
the events that occurred in a specific year or set of years. For
each subset of events we apply the EGK algorithm to detect
the final cluster prototypes.

The dataset is extracted from the URL http://www
.acleddata.com/data/asia/; the data are the geolocalizations of
Taliban’s attacks inAfghanistan during the period 2004–2010.
The EGK algorithm is encapsulated in the ESRI/ArcGIS tool.
Figure 3 shows the mask used for setting the parameters and
running the EGK algorithm.

We can set other numerical fields for adding other
features to the geographical coordinates. Initially we set the
initial number of clusters, the fuzzifier 𝑚 (equal to 2 by
default), and the error threshold for stopping the iterations
(equal to 0.01 by default). At the end of the process we
displayed on the form of the number of iterations, the final
number of clusters, and the error calculated at the last
iteration. The resultant clusters are shown as ellipses on the

Figure 5: Spatiotemporal evolution of hotspots detected in three
consecutive years.

Table 1: Results of the EGK applied to the event’s subsets.

Year Initial number
of clusters

Final number
of clusters |𝑈

(𝑙)
− 𝑈

(𝑙−1)
| 𝜀

2004–
2006 15 7 0.79 × 10

−2
1 × 10

−2

2007 15 7 0.65 × 10

−2
1 × 10

−2

2008 15 7 0.68 × 10

−2
1 × 10

−2

2009 15 8 0.74 × 10

−2
1 × 10

−2

2010 15 8 0.81 × 10

−2
1 × 10

−2

geographical map and can be saved in a new geographical
layer.

In Figure 4 we show the mask used for displaying the
information of each elliptical prototype detected: centroid’s
coordinates, length of each semiaxis, and orientation of
the ellipses with respect to the horizontal plane on the
geographical map.

The final process concerns the comparative analysis of
the hotspots obtained by the final clusters resulting for each
subset of events. Figure 5 shows an example of the display
of hotspots obtained as final clusters corresponding to three
consecutive years.

In order to assess the expansion and the displacement of
any hotspot, wemeasure the area covered by each hotspot, the
distance between the centroids of two intersecting hotspots
detected in consecutive periods, the variation of the inclina-
tion angle, the eccentricity, and the length of both semiaxis.

4. Test Results

After partitioning the dataset in the five periods 2004–2006,
2007, 2008, 2009, and 2010, respectively, we apply the EGK
algorithm for detecting the sequences of elliptical cluster
prototypes. We fix𝑚 = 2, 𝐶(0) = 15, and 𝜀 = 1 × 10−2. Table 1
shows the results obtained for each period.

We present the details relating to the comparison of the
hotspots by considering the event data that occurred in the
five periods. In Figures 6, 7, 8, 9, and 10 we show the hotspots
detected.
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Figure 6: Taliban’s attack events: years 2004–2006.

Figure 7: Taliban’s attack events: year 2007.

Table 2: Areas of hotspots detected in 2009 and 2010.

Hotspot
ID

Area
hotspot 2009

Area
hotspot 2010

Intersection
area

% of
Intersection

area
1 18804.11 18856.72 14936.25 79.43%
2 13580.19 13583.15 10632.51 78.29%
3 1516.89 1538.23 1011.87 66.71%
4 7889.86 6665.24 5174.83 65.59%
5 4987.08 6086.51 3706.52 74.32%
6 6361.20 5691.76 4490.73 70.60%
7 5761.71 7866.39 5175.92 89.83%
8 18460.84 23471.45 16255.32 88.05%

By analyzing Figures 6–8we can deduce that in the period
2004–2008 seven hotspot areas approximated as ellipses are
present; in these periods each hotspot modified only slightly
its angle, width, and position of the centroid. In the years 2009
and 2010 a new hotspot is detected in a region neighboring
with Turkmenistan. In Figure 10 the hotspots obtained for
two consecutive years 2009 and 2010 are overlapped as well.
In blue (resp., red) we enumerate the hotspots corresponding

Figure 8: Taliban’s attack events: year 2008.

Figure 9: Taliban’s attack events: year 2009.

to the year 2009 (resp., 2010); see Figure 11. The hotspots are
labeled, and the hotspot number 8 is the newhotspot detected
and coming from overlap of the related hotspots.

In Table 2 the first column shows the labels of each
hotspot; the second and third columns show the area, in km2,
of the hotspot detected in 2009 and 2010, respectively. The
fourth column (resp., fifth) shows the intersection area of
the two hotspots (resp., the percentage of area of the hotspot
detected in 2009 covered by the corresponding hotspot
detected in 2010, that is, the ratio “intersection area/area
hotspot detected in 2009”).

The results in Table 2 show that over 65% of the area of
each hotspot detected in 2009 is also covered by the corre-
sponding hotspot detected in 2010. Another significant result
is the increase of the area of the hotspot 8, which exceeds
2 × 104 km2 in 2010. In Table 3 we show the eccentricity of
each hotspot and the distance between the centroids of each
hotspot detected in 2009 and the corresponding one detected
in 2010.

The results show that the eccentricity increases signifi-
cantly in 2010 for hotspots 4 and 6, whereas it decreases for
hotspot 3; the eccentricity remains almost unchanged for the
remaining hotspots in 2010. Another significant result is the
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Figure 10: Taliban’s attack events: year 2010.

Figure 11: Hotspots detected for two consecutive periods: 2009
(blue) and 2010 (red).

Table 3: Eccentricity and centroid’s distance between the hotspots
detected in 2009 and 2010.

Hotspot ID Eccentricity
hotspot 2009

Eccentricity
hotspot 2010

Centroids
distance (km)

1 0.796 0.786 16.52
2 0.947 0.949 17.86
3 0.897 0.906 23.30
4 0.672 0.899 42.08
5 0.564 0.381 21.55
6 0.591 0.701 23.60
7 0.536 0.699 25.66
8 0.669 0.693 33.87

distance exceeding 40 km between the centroid of hotspot
4 detected in 2009 and the centroid of the corresponding
hotspot detected in 2010.

5. Conclusions

We present a new approach for detecting hotspots in spatial
analysis using the EGK clustering method encapsulated in a

GIS tool. Similar to the EFCM algorithm, the EGK method
is robust with respect to noise and outliers and we obtain
the optimal number of the clusters iteratively during the
process; furthermore, it has the advantage to detect hotspots
of elongated shape. In our experiments we consider the site
of Taliban’s attacks in Afghanistan during the period 2004–
2010. The spatial dataset is partitioned into subsets in order
to study the evolution of the hotspots through time. We
study the evolution of each hotspot in terms of movement of
the centroids, surface covered, inclination, and eccentricity.
The results show the formation, starting from 2009, of a
new hotspot in the north-western zone neighboring with
Turkmenistan. The results of the comparison of the hotspots
detected in 2009 and 2010 show that this hotspot is increased
with an extension of (about) 2 × 104 km2.
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Geographic support of decision-making processes is based on various geographic products, usually in digital form, which come
from various foundations and sources. Each product can be characterized by its quality or by its utility value for the given type of
task or group of tasks, for which the product is used.They also usually have different characteristics and thus can very significantly
influence the resulting analytical material.The aim of the paper is to contribute to the solution of the question of how it is possible to
work with diverse spatial geographic information so that the user has an idea about the resulting product.The concept of fuzzy sets
is used for representation of classes, whose boundaries are not clearly (not sharply) set, namely, the fuzzy approach in overlaying
operations realized in ESRI ArcGIS environment. The paper is based on a research project which is being solved at the Faculty of
Military Technologies of the University of Defence. The research deals with the influence of geographic and climatic factors on the
activity of armed forces and the Integrated Rescue System.

1. Introduction

Geographic support for decision-making processes is based
on various geographic products, usually in digital form,
which come from various foundations and sources. Each
product can be characterized by its quality [1, 2] or by its
utility value for the given type of task or group of tasks,
for which the product is used [3, 4]. In both cases, among
others also positional and thematic accuracy are evaluated
either as an exactly given value, for example, mean square
position error, probable error, and so forth, or as a level
of fulfilment of user’s requirements expressed in percentage
[5]. Decision-making processes are based on multicriteria
decision-making, in which many factors are involved [6]. By
a suitable combination of various factors, analytical products
are created. They are the base for answering questions such
as “What happens if. . .?” That is the reason why various
foundations are used for geographic support. They also
usually have different characteristics and thus can very

significantly influence the resulting analytical material. The
aim of the paper is to contribute to the solution of the
question of how it is possible to work with diverse spatial
geographic information so that the user has an idea about
the resulting product. The paper is based on a research
project which is being solved at the Faculty of Military
Technologies of the University of Defence. The research
deals with the influence of geographic and climatic factors
on the activity of armed forces and the Integrated Rescue
System.

Within the work on solution of the project, the problem
solving team continued with development of models of
influences of geographical and climatic factors on terrain
passability. In the evaluated period, the team focused on
development of the theory ofmodels, onways of visualization
of vagueness of results caused by inhomogeneity of the
support data, combining their characteristics within the
performed analyses, and so forth. For these purposes, fuzzy
logic was used.
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2. Vagueness of Spatial Information

Standardly used types and procedures of geoprocedural
analyses suppose that the used data are created with explicit,
sharp boundaries that restrict the position of the individual
objects.

The technical quality of position setting of such bound-
aries is usually given by the above-mentioned criteria, such
as mean square positional error of its determination. The
technical quality is based on measurement methods or
digitalization of foundation.

Boundaries of many geographical elements are, however,
only a result of human perception and not of a real matter of
things. Even in case of existence of a real discrete boundary,
the boundary linemay be inaccurate due to vagueness of data
or their interpretation. Vegetation or soil types are typical
examples of geographical elements where there are no clear
natural boundaries in space. Traditional classifications fail
completely here. However, spatial units are usually repre-
sented by sharp boundaries. Brown andHeuvelink [7] suggest
2 types of uncertainty that have a special importance inGIS—
thematic and spatial vagueness. In the first case we are not
able to confirm occurrence of the given topic in the given
place, and in the second case it is an inability to find an exact
placement of the given topics. The formal conceptual model
of uncertainty is useful to create for effective GIS utilization
in the decision-making process [8]. Several authors tried to
classify uncertainty [9–12], but the most used classification
can be found in the standard for spatial data transfer [13].

As people both reason andmake decisions with uncertain
geospatial data every day, it is important to understand the
complexity of uncertainty, how it propagates through each
dataset, and how to best visualize uncertainty to support
reasoning and decision-making [14–18].

Spatial and thematic data should not be evaluated inde-
pendently. The way to solve these problems is to use the
theory of “soft classifications,” among which also “fuzzy”
approaches belong. Fuzzy logic is quite frequently used for
uncertainty of GIS data expression in the last years and is
based on fuzzy theory [19–21].

Fuzzy sets together with the theory of fuzzy logic offer a
scope for processing of predicates, whose level of probability
is given in degrees (“true to certain degrees”) and uncertainty
is also expressed gradually. The concept of fuzzy sets deals
with representation of classes, whose boundaries are not
clearly (not sharply) set. When sharp boundaries separating
the set from the surroundings are missing, a problem of
unambiguous setting of an element belonging to a set and to
its complement appears [22, 23].

Fuzzy files are then files or classes that do not have sharp
limitation.With spatial data itmeans that at considered places
the transition between the membership and nonmembership
in a file is gradual. The fuzzy file then can be characterized
by fuzzy levels of membership in an interval from 0.0 to
1.0 which expresses a gradual growth of membership from
nonmembership up to the full membership. It can be defined
with the help of the membership function.

In the environment of GIS three basic types of geoele-
ments are usually defined: points, lines and areas (polygons).

When we use linesm and areas we sometimes ask a question
of how to delimit boundaries of the given geoelement. If there
is an area layer which captures ecological stability of the given
area, then there are only two possibilities of how to express
stability: stable or unstable. This classification is very difficult
and it depends on the person that decides and on the concrete
area.

One of the basic characteristics that can be defined
when creating and saving geographical objects is topology.
Topological relations characterize the relative placement of
two spatial objects with respect to their mutual position—
for example, if they touch, overlay, or contain one another. In
GIS they are important especially for a definition of spatial
questions and selections and they play an important role
when language SQL is used. In case of fuzzy spatial objects,
however, traditional topologic predicates fail and their fuzzy
variants come into consideration; they are able to answer
inquiries such as the following.

(i) Do areas A and B overlay at least a bit?
(ii) Does area A partly contain area B?
(iii) Which areas are partly inside area B?

The fact that belonging of an element to a fuzzy topologi-
cal predicate is expressed by a set [0, 1], however, complicates
its direct usage in language SQL and thus possible spatial
inquiries.

3. Fuzzy Overlay

A concrete possibility of usage of the fuzzy approach is the
application in overlaying operations that can be realized in
the environment of ArcGIS [24]. For this type of operations
it is nowadays possible to use tools of map algebra as well as
already implemented tools in the extension of Spatial Analyst.
Fuzzy logic in the so-called “Overlay Analysis” is based on
two fundamental steps.

The first one is the so-called “fuzzification” or “fuzzy
membership,” in other words the process of implementing
values into fuzzy sets, and the second step is the actual
analysis-overlay of these sets. It is possible to use several types
of fuzzification functions, from a linear to Gaussian function,
according to the type of value distribution.

Relations among created fuzzy sets are then analysed by
means of fuzzy overlaying operations, such as FuzzyAnd and
FuzzyOr. The detailed description can be found for example,
in the help file of ArcGIS Help.

Practical approaches of realization of usage of the “fuzzy”
approach in analysis of geospatial data were the subject of
development of procedures of finding an optimal route with
the help of map algebra, which was suggested as one of the
results of the mentioned project. It was testing of data that
showed positional vagueness.

4. Terrain Passability

Avery frequent task in the decision-making process in armed
forces is to evaluate the possibility of vehicle movement in
a terrain. This task is usually called Cross-Country Mobility
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(CCM) in military language. The main goal of CCM is to
evaluate the impact of geographic conditions on movement
of vehicles in terrain [25, 26]. For the purpose of classification
and qualification of geographic factors of CCM, it is necessary
to determine

(i) particular degrees of CCM,
(ii) typology of terrain properties evaluated by the kind

of vehicles used,
(iii) geographic factors and features with significant

impact on CCM.

As a result of the geographic factors impact evaluation we
get three CCMdegrees: passable terrain, passable terrainwith
restrictions, or impassable terrain.

The impact of a geographic factor can be evaluated as
a coefficient of deceleration “Ci” on the scale of 0 to 1. The
coefficient of deceleration shows the real (simulated) speed
of vehicle V in the landscape in the confrontation with the
maximum speed of a given vehicle Vmax. The impact of all 𝑛
geographic factors can be expressed by the following formula:

V = Vmax

𝑛

∏

𝑖=1

𝐶

𝑖
, 𝑛 = 1, . . . ,N. (1)

The main coefficients of deceleration are listed in Table 1.
In case of searching for an optimal route within the

project, a procedure of fuzzification for calculation of coef-
ficient of deceleration𝐶

3
(influence of soil and ground cover)

was looked for. The initial data layer was a raster layer of
coefficient 𝐶

3
, where there are 3 values for passable (1),

passable with difficulty (0.5), and impassable terrain (0).
From the point of view of the input data—that is, area of
soil types and kinds—a presumption was introduced that the
boundary of passability will not be sharp according to the
original data basis but it will change its value in the distance
of 100m to both sides. Based on this presumption, fuzzy sets
were created with the use of several raster techniques and
their overall influence was analysed.

In the next step, possibilities of analysis of several resulted
sets were tested by theirmutual interaction (overalls) through
various methods. The solution of the problem, however,
was not finished in such a way so that it was possible
to prove the change of course of the found route due to
vagueness. The authors suppose that the stated results will
be further developed in the years to come when solving
the project and their successive transfer to models with
vagueness consideration. The way of solution is discussed in
the following paragraphs.

5. Development of Creation of CCM Models
Using Fuzzy Logic

Six basic models were created for searching of the way. With
the help of thesemodels it is possible to create a so-calledCost
Map, which is a raster file that is the basic input information
for creation of the file of the searched route. The cost map is
made by application of overlaying operations or in this case
with the use of the so-called map algebra that provides tools

Table 1: Main coefficients of deceleration.

Basic coefficient Geographic signification and impact

𝐶

1

Terrain relief (gradient of terrain relief and
microrelief shapes)

𝐶

2
Vegetation cover

𝐶

3
Soils and soil cover

𝐶

4
Weather and climate

𝐶

5
Hydrology

𝐶

6
Built-up area

𝐶

7
Road network

for working with raster files. To set the overall coefficient of
decelerationwhenmoving through terrain, relations stated in
the elaborated methodology were used.

Models for calculation of individual coefficients were
compiled with the help of basic operations with raster data by
means of implemented tools of the so-called Spatial Analyst,
which is an extension of ArcGIS system, as well as using a
tool of the so-called map algebra, that is, a set of operators
and functions for work with raster data.

Raster layers were used as input data. The layers were
created by calculation (e.g., a high raster model) or by
a conversion of vector data according to the appropriate
attributes. This data base was created as explicit data with
clearly defined objects and their boundaries.

Another step when solving CCM problem is the
introduction of some uncertainty causing a greater activity
in decision-making about the use of the gained results. For
each coefficient of deceleration, a new process model was
made, in which principles of fuzzy logic were applied. For
solution of the individual models, various approaches had to
be used with respect to the character of input data and result
that shall be reached.

5.1. Creation of Models for the Individual Coefficients. In the
following text are briefly discussed procedures of calcula-
tion of the individual coefficients of deceleration that were
realized in the environment of ArcGIS.

5.1.1. Coefficient of Deceleration due to Elevation of Terrain.
Layers of relief and objects of microrelief are taken as source
data.The compiled model is created from a layer of relief that
was calculated with the help of raster interpolation and layers
of point, line, and polygons.

In case of raster relief, the value of height is determined
for each individual pixel of high area. In this case for its
fuzzification we used data about the height range of the
height model and setting of boundary for determination of
impassability for the given means of transport.

For other layers the procedure is based on several
substeps. The first step is the conversion of the layer in a
raster and its editing. Data about height and depth of an
object were used to convert height objects to a raster format.
During the conversion of a vector into a raster it happens that
the individual objects are converted into a set of pixels with
a value of an attribute, according to which the conversion
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is realized (e.g., hgt, which is a height of an object). All
surrounding pixels are marked with attribute NoData. These
pixels would not enter into the calculation of the cost map
not only of this but also of all other overlaying raster layers.
The editing is testing of individual pixels for attribute NoData
(by function IsNull) and assigning value 0 to all found pixels.
Thus it is secured that all pixels outside height objects have a
zero value which is later used when creating the “Cost Map”.
This procedure is applied also for other input layers.

The second step is a conversion of values “integer”
raster to values in a real domain so that the operation of
“fuzzification” could be initiated, that is, implementing of
values of the raster into a “fuzzy set” with the help of one
of the “fuzzification” functions. The input raster was in these
cases divided by the value 10.0 so that a raster with real values
was created. For verification of the “fuzzy” approach to this
problem, only linear function was used so far in all phases of
calculation.

The third step of the solution is the use of “fuzzy” sets
for application of vagueness in the position of the given
types of objects. This problem is solved with the help of
calculation of “Euclidean” distance for each type of objects.
Placing values of distance into “fuzzy” sets uses once again
a linear function with setting of various values of maximum
distance. It depends on the values of four classes of accuracy
that the database creator gives [27]:

(i) <0.5meter for geodetic points,
(ii) <3metres for stable objects,
(iii) <10metres for other objects,
(iv) <20metres for unstable objects.

Apart from these values it is necessary to consider also the
size of a pixel that is used for conversion of vector drawing to
a raster. The above stated values make sense in case the size
of a pixel is maximally 1 meter.

For comparison, cost maps were created with a pixel
value of 5 metres and fuzzification of distance was in one
case chosen the same as the size of a pixel (which actually
represents a sharp boundary and thus it does not get blurred)
and in another case the distances are chosen mostly as 100m
besides calculation of factors 𝐶

6
and 𝐶

7
where the value was

reduced to 30m with respect to the character of objects.
The last step for most calculated factors is a combination

of the gained results with the help of the so-called “Fuzzy
Overlay,” that is, weighted “fuzzy” overlay of the individual
raster layers (within calculation of factor 𝐶

1
).

Overlay can be realized with the use of various logical
operations, in the case of logical sum “OR” that made sure
the highest value from the overlaying rasters was written into
the resulting pixel; in most cases it was value “1” representing
basically impassable terrain (see Figures 1 and 2 in detail).

5.1.2. Coefficient of Deceleration due to Vegetation. In case of
vegetation, the type of vegetation is significant information.
If it is vegetation with grown trees, information about trunk
cross-section and spacing between trees are taken as param-
eters. For fuzzification, such a procedure was chosen that

Figure 1: Visualization of calculation results of coefficient 𝐶
1
.

Figure 2: Visualization of calculation results of coefficient𝐶
1
-detail.

stems from classification of vegetation according to a value
of these parameters and introduction of geometric vagueness
of boundaries of in this way classified vegetation. The result
is a layer, in which appropriate values are assigned to areas
and their boundaries are blurred with the help of a distance
function and their values change depending on the type of
fuzzification method (Figures 3 and 4).

5.1.3. Coefficient of Deceleration due to Soils. For calculating
this coefficient, attributes soil type, soil kind, andmatrix were
used. Using logical operators helped to determine passability
of soils in four values (1, 2, 3, and 4). For fuzzification a
procedure that is based on these values was used together
with application of the general steps stated before, with the
difference in vegetation lying in the method of creation of
vague boundaries of the individual classes of soil polygons.
In this case, these classes had to be transformed into
independent layers for which distance rasters for blurring
of their boundaries were calculated. Unlike the previous
values of accuracy that were applied for all other factors of
deceleration, boundaries for blurring with soils were chosen
to be 100m with respect to the character of this geographical
element. The calculated raster entered into other steps of
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Figure 3: Visualization of calculation results of coefficient 𝐶
2
.

Figure 4: Visualization of calculation results of coefficient𝐶
2
-detail.

calculation depending on the set value, especially by keeping
of the already calculated fuzzified value for various levels of
passability. This is realized with the help of multiplication
process of the individual fuzzy distance raster by the fuzzy
raster of passability.

The result is a raster with different values of passability
and blurred boundaries of polygons (see Figures 5 and 6).

5.1.4. Coefficient of Deceleration due to Water Courses and
Areas of Water. The calculation of this coefficient is rather
complicated with respect to the fact that there should be
quite a lot of input layers of various characters entering the
calculation. When modelling, a reduced scale of input layers
was used with regards to the fact that appropriate attributes
were not available (e.g., character of bottom or banks). For
creation of the model, a wider range of processes was used
and during the calculation also more semiresults occurred
that entered into the calculation of the final overlaying fuzzy
operation.

The evaluation itself of water objects was different with
respect to its modelling (lines object for streams and narrow
rivers polygons for wide rivers, lakes, and ponds, etc.). For
line water, attributes such as depth and width of the course

Figure 5: Visualization of calculation results of coefficient 𝐶
3
.

Figure 6: Visualization of calculation results of coefficient𝐶
3
-detail.

were taken from the value of pixels creating a raster line, for
areal; however, the width is given by the total area of pixels
creating the area of water. Depth is then written into each
pixel of the object in the same value.

For distance calculations, distance rasters for flowing
and slack water were calculated separately. The result of the
calculation can be visualized similarly.

5.1.5. Coefficient of Deceleration due to Built-Up Area. The
solution of calculation of the model of a built-up area is
divided into two parts. The first part is based on a presump-
tion that all buildings are impassable and only the principle
of vagueness of boundaries or position of individual objects
in a layer of building is applied. The second part works with
the possibility of different passability through a built-up area.
It is based on attributes from a layer of block built-up area
and it counts with different passability for various types of a
built-up area.

5.1.6. Coefficient of Deceleration on Communications. The
problem of calculation of coefficient of deceleration for
communications is made difficult by the fact that for most
motorized means of transport communications are well
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Figure 7: Demonstration of a model for calculation of deceleration coefficient created in the environment of ModelBuilder ArcGIS.

passable and this must be considered for adaptation of the
calculation in such a way that the value of communication
passability was more convenient for the object of communi-
cation (only communications over land are chosen) rather
than for the surrounding terrain. This makes sure that for
transport the route over communication is chosen and if the
destination lies in a free terrain, then the route is calculated
with consideration of all coefficients already on terrain. A
tool of reclassification was used for calculation. In this case
it is more convenient and ensures a suitable distribution
of values of the attribute of transportation usage of the
communication. The uncertainty in position is once again
ensured by a distance raster.

The presented results are only the beginning of the
solution of the complete problem.Demonstration of the fuzzy
model is shown in Figure 7. Further solutionwill go on in two
directions. They are the use of other fuzzification functions
on one hand and optimization of the choice of distance, that
is, vagueness level for the individual types of objects, on
the other. The third problem is a determination of the final,
common coefficient of deceleration and creation of a cost
map. Once the third problem is successfully solved, testing of
the suggested combination of parameters of fuzzification and
a suggestion ofmethodology of decision-makingwith the use
of fuzzy cost map will take place.

5.2. Verification of Results. The resulting cost map is only a
kind of a foundation for making a decision. With the help of
this map it is possible to search for an optimized route for the
given vehicle type from place A to place B and judge to which
extent the calculated route is suitable for the considered
vehicle.

Within the solution of the project, two variants of
calculation of the route for a military heavy vehicle Tatra
815 were considered [28]. One of them used a cost map
derived without using fuzzy principles, and the other used
these principles. With regard to the possibility to verify the
calculation results, the urbanized area of the city of Brno and
its closest surroundings were chosen.

With the help of these maps, routes of the stated vehicle
between identical points were calculated. The results of the
calculated routes are shown in the figures. With respect to
the fact that for calculations reinforced communicationswere
set as priorities, there are no significant differences in the
calculated routes. Both of the calculated routes were then
verified directly in real terrain. The aim of this verification
was to find out to which extent the calculation itself is
influenced by the use of the fuzzy method and how the
use—or nonuse—of the fuzzy method will affect the given
calculations. Another aim of the verification was to verify
the quality of the used input data. Based on the results
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of the terrain research it is possible to say that in city
agglomerations where there is a sufficient net of quality
reinforced communications using fuzzy principles is almost
unnecessary and if sufficient quality input data are used, it is
more effective to use the method of sharp boundaries for the
calculation of a cost map.

Another situation, however, can happen outside urban-
ized areas where the net of reinforced communications is
scarce and where there are a lot of forests, fields, and so forth.
This fact occurred only on the edge of the researched area.
That is the reason why the team for solution will focus on this
type of countryside in the following steps.
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[12] P. Kubı́ček and Č. Šašinka, “Thematic uncertainty visualization
usability—comparison of basic methods,” Annals of GIS, vol. 17,
no. 4, pp. 253–263, 2011.

[13] NIST, Spatial Data Transfer Standard (FIPS 173), National
Institute of Standards and Technology, US Department of
Commerce, Washington, DC, USA, 1992.

[14] P. D’Amico, F. Di Martino, and S. Sessa, “A GIS as a decision
support system for planning sustainabel mobility in a case-
study,” in Multicriteria and Multiagend Decision Making with
Applications to Economics and Social Sciences, A. Ventre, A.
Maturo, S. Hoskova-Mayerova, and J. Kacprzyk, Eds., Studies
in Fuzziness and Soft Computing, pp. 115–128, Springer, Berlin,
Germany, 2013.

[15] F. De Felice and A. Petrillo, “Decision making analysis to
improve public participation in stategic energy production
management,” inMulticriteria andMultiagend DecisionMaking
with Applications to Economics and Social Sciences, A. Ventre,
A.Maturo, S. Hoskova-Mayerova, and J. Kacprzyk, Eds., Studies
in Fuzziness and Soft Computing, pp. 129–142, Springer, Berlin,
Germany, 2013.

[16] N. Gershon, “Visualization of an imperfect world,” IEEE Com-
puter Graphics and Applications, vol. 18, no. 4, pp. 43–45, 1998.

[17] A. MacEachren, “Visualizing uncertain inforamtion,” Carto-
graphic Perspectives, vol. 13, pp. 10–19, 1992.

[18] J. Smith, D. Retchless, C. Kinkeldey, and A. Klippel, “Beyond
the surface: current issues and future irections in uncertainty
visualization research,” in Proceedigs of the 26th International
Cartographic Conference, pp. 1–10, ICA, Dresden, Germany,
2013.

[19] B. Ahmad and A. Kharal, “Fuzzy sets fuzzy s-open and s-closed
mappings,” Advances in Fuzzy Systems, vol. 2009, Article ID
303042, 5 pages, 2009.

[20] F. Di Martino, V. Loia, and S. Sessa, “Fuzzy transforms method
in prediction data analysis,” Fuzzy Sets and Systems, vol. 180, no.
1, pp. 146–163, 2011.

[21] L. A. Zadeh, “Fuzzy sets,” Information and Control, vol. 8, no. 3,
pp. 338–353, 1965.

[22] F. Di Martino and S. Sessa, “Spatial analysis and fuzzy relation
equations,” Advances in Fuzzy Systems, vol. 2011, Article ID
429498, 14 pages, 2011.

[23] I. Cristea and S. Hoskova, “Fuzzy pseudotopological hyper-
groupoids,” Iranian Journal of Fuzzy Systems, vol. 6, no. 4, pp.
11–19, 2009.

[24] ESRI, “User documentation,” Copyright © 1995-2013 Esri.
[25] M. Rybansky, Cross-Country Movement, the Imapct and Evalu-

ation of Geographic Factors, Akademické nakladatelstvı́ CERM,
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This paper presents a spatiotemporal analysis of hotspot areas based on the Extended Fuzzy C-Means method implemented in a
geographic information system. This method has been adapted for detecting spatial areas with high concentrations of events and
tested to study their temporal evolution. The data consist of georeferenced patterns corresponding to the residence of patients in
the district of Naples (Italy) to whom a surgical intervention to the oto-laryngopharyngeal apparatus was carried out between the
years 2008 and 2012.

1. Introduction

In a GIS, the impact of phenomena in a specific area due to
the proximity of the event (e.g., the study of the impact area of
an earthquake, or the area constraint around a river basin) is
performed using buffer area geoprocessing functions. Given a
geospatial event topologically represented as a georeferenced
punctual, linear, or areal element, an atomic buffer area is
constituted by circular areas centered on the element. For
example, if the event is the epicenter of an earthquake,
georeferenced by a point, a set of buffer areas is formed by
concentric circular areas around that point; the radius of each
circular buffer area is defined a priori.

When it is not possible to define statically an area of
impact and we need to determine what is the area affected
by the presence of a consistent set of events, we are faced
with the problem of detecting this area as a cluster on which
the georeferenced events are thickened as well. These clusters

are georeferenced, represented as polygons on the map, and
called hotspot areas.

The study of hotspot areas is vital in many disciplines
such as crime analysis [1–3], which studies the spread on
the territory of criminal events, fire analysis [4], which
analyzes the phenomenon of spread of fires on forested areas,
and disease analysis [5–7], which studies the localization
of focuses of diseases and their temporal evolution. The
clustering methods mainly used for detecting hotspot areas
are the algorithms based on density (see [8, 9]); they can
detect the exact geometry of the hotspots, but are highly
expensive in terms of computational complexity, and in the
greatmajority of cases, it is not necessary to determine exactly
the shape of the clusters. The clustering algorithmmore used
for its linear computational complexity is the Fuzzy C-Means
algorithm (FCM) [10], a partitive fuzzy clustering method
that uses the Euclidean distance to determine prototypes
cluster as points.
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Let X = {x
1
, . . . , x

𝑁
} ⊂ 𝑅

𝑛 be a dataset composed of
𝑁 pattern x

𝑗
= (𝑥

1𝑗
, 𝑥

2𝑗
, . . . , 𝑥

𝑛𝑗
)

𝑇, where 𝑥

𝑘𝑗
is the 𝑘th

component (feature) of the pattern x
𝑗
. The FCM algorithm

minimizes the following objective function:

𝐽 (X,U,V) =

𝐶

∑

𝑖=1

𝑁

∑

𝑗=1

𝑢

𝑚

𝑖𝑗
𝑑

2

𝑖𝑗
, (1)

where 𝐶 is the number of clusters, fixed a priori, 𝑢
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Using the Lagrange multipliers method for minimizing the
objective function (1), we obtain the following solution for the
center of each cluster prototype:
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where 𝜀 > 0 is a prefixed parameter.
This algorithm has a linear computational complexity;

however, it is sensitive to the presence of noise and outliers;
furthermore, the number of cluster 𝐶 is fixed a priori and
needs to use a validity index for determining an optimal value
for the parameter 𝐶.

In order to overcome these shortcomings, in [11, 12], the
EFCM algorithm is proposed, where the cluster prototypes
are hyperspheres in the case of the Euclidean metric. Like
FCM, the EFCM algorithm is characterized by a linear com-
putational complexity; furthermore, it is robust with respect

A − (A ∩ B)

= A − B

A ∩ B
B − (A ∩ B) =

B − A

Figure 1: Intersections of two hotspots detected for events that
happened in two consecutive periods.

to the presence of noise and outliers, and the final number of
clusters is determined during the iterative process.

In [13, 14], the authors propose the use of the EFCM
algorithm for detecting hotspot areas. The final hotspots are
identified as the detected cluster prototypes and shown on the
map as circular areas. In [4], the authors analyze the spatio-
temporal evolution of the hotspots in the fire analysis. The
pattern event dataset is partitioned according to the time
of the event’s detection; so each subset is corresponding to
a specific time interval. The authors compare the hotspots
obtained in two consecutive years by studying their inter-
sections on the map. In this way, it is possible to follow the
evolution of a particular phenomenon.

The cluster prototypes detected from EFCM method are
circular areas on themap that can approximate a hotspot area.
Figure 1 shows an example of two circular hotspots, obtained
as clusters.

Figure 1 shows three different regions.

(i) An area in which the hotspot 𝐴 is not intersected
by the hotspot 𝐵 (corresponding to 𝐴 − (𝐴 ∩ 𝐵) =

𝐴−𝐵): this region can be considered as a geographical
area in which prematurely detected event disappears
successively.

(ii) The region of intersection of the two hotspots 𝐴 ∩ 𝐵:
this region can be considered a geographical area in
which the event continues to persist.

(iii) An area in which the hotspot B is not intersected by
the hotspotA (corresponding to 𝐵−(𝐴∩𝐵) = 𝐵−𝐴):
this region can be considered as a geographical area in
which the prematurely undetected event propagates
successively.

We can study the spatio-temporal evolution of the hotspots
by analyzing the interactions between the corresponding
circular cluster prototypes obtained for consecutive periods,



Advances in Fuzzy Systems 3

and detecting the presence of new hotspots in regions previ-
ously not covered by hotspots and the absebce of hotspots in
regions previously spatially included in hotspot areas.

In this research, we present a method for studying
the spatio-temporal evolution of hotspots areas in disease
analysis; we apply the EFCM algorithm for comparing,
in consecutive years, event datasets corresponding to oto-
laryngopharyngeal diseases diagnosis detected in the district
of Naples (I). Each event corresponds to the residence of the
patient who contracted the disease.

We study the spatio-temporal evolution of the hotspots
analyzing the intersections of hotspots corresponding to
two consecutive years, the displacement of the centroids,
the increase or reduction of the hotspots areas, and the
emergence of new hotspots.

In Section 2, we give an overview of the EFCM algo-
rithm. In Section 3, we present our method for studying the
spatio-temporal evolution of hotspots in disease analysis. In
Section 4, we present the results of the spatio-temporal evolu-
tion of hotspots for the otolaryngologist-laryngopharyngeal
diseases diagnosis events detected in the district of Naples (I).
Our conclusions are in Section 5.

2. The EFCM Algorithm

In the EFCM algorithm, we consider clustering prototypes
given by hyperspheres in the 𝑛-dimensional feature’s space.
The 𝑖th hypersphere is characterized by a centroid v

𝑖
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1𝑖
, . . . , k
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𝑖
.
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whose determinant gives the volume of the 𝑖th cluster. Since
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The objective function to be minimized is the following:
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However, the usage of (12) produces the negative effect of
diminishing the objective function (10) when a meaningful
number of features are placed in a cluster and this fact can
prevent the separation of the clusters. Then a solution to this
problem consists in the assumption of a small starting value
of 𝑟
𝑖
and then it is increased gradually with the factor𝛽(𝑙)/𝐶(𝑙),

where𝐶(𝑙) is the number of clusters at the 𝑙th iteration and𝛽
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The 𝑘

∗th row can be removed from the matrix 𝑈

(𝑙). In
other words, the EFCM algorithm can be summarized in the
following steps.

(1) The user assigns the initial number of clusters 𝐶

(0)
,

𝑚 > 1 (usually𝑚 = 2), 𝜀 > 0, the initial value 𝑆(0)
𝑖𝑘

= 0,
and 𝛽

(0)
= 1.

(2) The membership degrees 𝑢

(0)

𝑖𝑗
(𝑗 = 1, . . . , 𝑁 and 𝑖 =

1, . . . , 𝐶(0)) are assigned randomly.
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Figure 2: Example of events georeferenced on a road network.

(3) The centers of the clusters V
𝑖
are calculated by using

(3).
(4) The radii of the clusters are calculated by using (9).
(5) 𝑢
𝑖𝑗
is calculated by using (12).

(6) The indexes 𝑖∗ and 𝑘

∗ are determined in such a way
that 𝑆(𝑙)
𝑖
∗
𝑘
∗ assumes the possible greatest value at the 𝑙th

iteration.
(7) If |𝑆(𝑙)

𝑖
∗
𝑘
∗ − 𝑆

(𝑙−1)

𝑖
∗
𝑘
∗ | < 𝜀 and 𝑆

(𝑙)

𝑖
∗
𝑘
∗ > 𝛼(𝑙) = 1/(𝐶

(𝑙−1)
− 1),

then the 𝑖∗th and 𝑘

∗th clusters aremerged via (14) and
the 𝑘∗th row is deleted from 𝑈

(𝑙).
(8) If (6) is satisfied, then the process stops; otherwise, go

to the step (3) for the (𝑙 + 1)th iteration.

3. Hotspots Detection and Evolution in
Disease Analysis

Each pattern is given by the event corresponding to the
residence of the patient to whom a specific disease has been
detected. The two features of the pattern are the geographic
coordinates of the residence.

The first step of our process is a geocoding activity
necessary for obtaining the event dataset starting by the street
address of the patients.

To ensure an accurate matching for the geopositioning of
the event, we need the topologically correct road network and
the corresponding complete toponymic data.

The starting data include the name of the street and the
house number of the patient’s residence. After the matching
process, each data is converted in an event point georefer-
enced on the map.

In Figure 2, the road network of the district of Naples is
shown; the name of the street is labeled on themap; the events
are georeferenced as points on the map.

Figure 3 shows the data corresponding to an event
selected on the map.

After geo-referencing each event, the event dataset can
be split, partitioning them by time interval. For example, the
event in Figure 3 can be split by the field “Year.”

For each subset of events, we apply the EFCM algorithm
to detect the final cluster prototypes.

Figure 3: Data associated to an event on the map.

Figure 4: A form created in theGIS Tool ESRIArcGIS formanaging
the EFCM process.

In this research, we point out the analysis of the temporal
evolution and spread of oto-laryngo-pharyngeal diseases
detected within the district of Naples. The datasets, divided
by time sequences corresponding to periods of one year,
are made up of patterns for different events georeferenced
corresponding to ailments encountered in patients for which
an intervention and the subsequent histological examination
were pointed out as well. The event refers to the geoposition-
ing of the location of the patient.

The data have been further divided by the type of the
disease for analyzing the distribution and evolution of each
specific disease on the area of the study.

The EFCM algorithm has been encapsulated in the GIS
platform ESRI ArcGIS. Figure 4 shows the mask created for
setting the parameters and running the EFCM algorithm.

We can set other numerical fields for adding other
features to the geographical coordinates.

Initially, we set the initial number of clusters, the fuzzifier
m, and the error threshold for stopping the iterations. After
running EFCM, the number of iterations, the final number
of clusters, and the error calculated at the last iteration are
reported. The resultant clusters are shown as circular areas
on the map and can be saved in a new geographic layer.

The final process concerns the comparative analysis of
the hotspots obtained by the clusters corresponding to each
subsets of events.
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Figure 5: Analysis of the spatio-temporal evolution of hotspots
detected in two consecutive periods.

Figure 6: Edema of bilateral Reinke disease—year 2011: display of
the hotspots on the map.

Figure 5 shows an example of display on the map of
hotspots obtained as final clusters for two consecutive subset
of events.

In order to assess the expansion and the displacement
of a hotspot, we measure the radius of the hotspot and the
distance between the centroids of two intersecting hotspots.

In the next section, we present the results obtained by
applying this method for the data corresponding to surgical
interventions to the oto-laryngo-pharyngeal apparatus in
patients residents in the district of Naples between the years
2008 and 2012.

We divide the dataset per year and analyze various types
of diseases.

Among the types of the most frequent diseases, the
following were analyzed:

(i) carcinoma,
(ii) edema of bilateral Reinke,
(iii) hypertrophy of the inferior turbinate,
(iv) nasal polyposis,
(v) bilateral vocal fold prolapse.

In the next section, we show the most significant results
obtained by applying this method to the each partitioned
dataset of events.

Figure 7: Edema of bilateral Reinke disease—year 2012: display of
the hotspots on the map.

Table 1: Endema of bilateral Reinke disease—final number of
clusters and final error for year.

Year Initial number
of clusters

Final number
of clusters |𝑈

(𝑙)
− 𝑈

(𝑙−1)
| 𝜀

2008 15 4 0.48 × 10

−2
1 × 10

−2

2009 15 4 0.55 × 10

−2
1 × 10

−2

2010 15 4 0.71 × 10

−2
1 × 10

−2

2011 15 4 0.67 × 10

−2
1 × 10

−2

2012 15 3 0.53 × 10

−2
1 × 10

−2

4. Test Results

Wepresent the results obtained on the event dataset described
above in the period between the years 2008 and 2012.

We consider first the subset of data corresponding to the
edema of bilateral Reinke disease.

We fix the fuzzifier parameter to 0.1, the initial number of
clusters to 15, and the final iteration error to 1 × 10−2.

Table 1 shows the results obtained for each year.
We present the details relating to the comparison of the

hotspots obtained by considering the event data for the years
2011 and 2012.

Figures 6 and 7 show, respectively, the hotspots obtained
by using the pattern subset of events that occurred in the years
2011 and 2012.

Figure 8 shows the overlap of the hotspots obtained for
the two years: in red, the hotspots corresponding to the year
2011; in blue, the ones corresponding to the year 2012.

Table 2 shows in the first two columns the labels of the
hotspots in 2011 and 2012, in third (resp., fourth) column the
radius obtained in 2011 (resp., 2012), and the distance between
the centroids is given in the fifth column.

The results show that only hotspot 3 obtained for the year
2011 remains almost unchanged in the year 2012. Instead,
hotspots 1 and 2 seem to merge into a single larger hotspot
(the hotspot 1 obtained for the year 2012), and hotspot 4, that
shifts about 1 km, is expanded; the radius of this hotspot in
2012 is about 6.5 km (hotspot 3 obtained for the year 2012 in
Figure 8).
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Figure 8: Edema of bilateral Reinke disease—years 2011 and 2012:
display of the two hotspots’ series.

Table 2: Endema of bilateral Reinke disease—comparison results of
the hotspots obtained for the years 2011 and 2012.

2011
hotspot

Intersecting
2012 hotspot

Radius 2011
hotspot (km)

Radius 2012
hotspot (km)

Centroid’s
distance (km)

1 1 1.724 3.848 1.759
2 1 1.943 3.848 1.507
3 2 3.434 3.453 0.074
4 3 3.591 6.519 1.115

Table 3: Nasal polyposis—comparison results of the hotspots
obtained for the years 2011 and 2012.

2011
hotspot

Intersecting
2012 hotspot

Radius 2011
hotspot (km)

Radius 2012
hotspot (km)

Centroid’s
distance (km)

1 1 3.087 4.951 2.656
2 2 4.915 7.103 1.052

Now we show the results obtained for the disease nasal
polyposis.

Figure 9 shows the overlap of the hotspots obtained for
the two years, 2011 and 2012.

In Table 3, the comparison’s results are reported.
The results in Figure 9 show that in 2011 and 2012 there

are two hotspots: the one covering an area of the city of
Naples and the other coveringmanyVesuvian towns.The two
hotspots, which in 2011 covered a circular area with a radii of
about 3 and 5 km, respectively, in 2012 cover a circular area
with radii of about 5 and 7 km, respectively.

The histogram in Figure 10 shows the trend of the radii of
the two hotspots in the course of time.

It is relevant the spread in recent years of the hotspot that
surrounds the Vesuvian towns (the radius of this hotspot,
from about 2 km in the year 2008, is about 7 km in the year
2012).

Another significant trend concerns the hotspots obtained
for the carcinoma disease.

Also, in this case, the two main hotsposts cover the city
of Naples and many Vesuvian towns. In in this case, we have
a very high spread of the hotspot covering the city of Naples

Figure 9: Nasal polyposis disease—years 2011 and 2012: display of
the two hotspots’ series.
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Figure 10: Nasal polyposis disease—histogram showing the varia-
tion of the radius of the two hotspots over time.

(cfr. Figure 11); in recent years, the radius of this hotspot is
increased up to 9.5 km.

5. Conclusions

The hyperspheres obtained as clusters (circles in case of
two dimensions) by using EFCM can represent hotspots in
hotspot analysis; this method has a linear computational
complexity and is robust to noises and outliers. In hotspots
analysis, the patterns are bidimensional and the features are
formed by geographic coordinates; the cluster prototypes are
circles that can represent a good approximation of hotspot
areas and can be displayed as circular areas on the map.

In this paper, we present a new method that uses the
EFCM algorithm for studying the spatio-temporal evolution
of hotspots in disease analysis.
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Figure 11: Carcinoma disease—histogram showing the variation of
the radius of the two hotspots over time.

We consider the residence’s information of patients in
the district of Naples (Italy) to whom a surgical intervention
to the oto-laryngo-pharyngeal apparatus was carried out
between the years 2008 and 2012. A geocoding process is
used for geo-referencing the data; then, the georeferenced
dataset is partitionedper year and type of disease; we compare
the hotspots obtained for each pair of consecutive years and
analyze the trend of each hotspot over time measuring the
variation of the radius and the distance between intersecting
cluster centroids concerning two consecutive years.

The results show a consistent spread in the last years of
the nasal polyposis disease hotspot covering some Vesuvian
towns and of the carcinoma disease hotspot covering the city
of Naples.
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