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Recent studies have demonstrated the advantage of applying mobile sink to prevent the energy-hole problem and prolong network
lifetime in wireless sensor network. However, most researches treat the touring length constraint simply as the termination
indicator of rendezvous point selection, which leads to a suboptimal solution. In this paper, we notice that the optimal set of
rendezvous points is unknown but deterministic and propose to elect the set of rendezvous points directly with the
multiwinner voting-based method instead of step-by-step selection. A weighted heuristic voter generation method is
introduced to choose the representative voters, and a scoring rule is also well designed to obtain a satisfying solution. We also
employ an iterative schema for the voting score update to refine the solution. We have conducted extensive experiments, and
the results show that the proposed method can effectively prolong the network lifetime and achieve the competitive
performance with other SOTA methods. Compared to the methods based on step-by-step selection, the proposed method
increases the network lifetime by 23.2% and 10.5% on average under the balanced-distribution and unbalanced-distribution
scenarios, respectively.

1. Introduction

In recent years, wireless sensor network (WSN) has been
widely deployed in numerous applications, such as smart
agriculture [1, 2], military [3], healthcare [4, 5], smart sur-
veillance [6], and home monitoring [7]. A WSN consists of
several sensor nodes, which are randomly distributed in
the monitoring filed. The sensors are responsible for sensing,
processing, and transmitting data, and all operations will
consume some energy. In most applications, the sensor
nodes are powered by the battery and deployed in unat-
tended or harsh environment, which makes the battery
replacement be difficult or even impossible. In addition,
the network does not work if some sensor fails.

To prolong the network lifetime, several energy-efficient
data collection algorithms have been proposed. In conven-
tional data collection methods, all sensor nodes are static,

and the sensed data is transmitted to the sink through multi-
hop [8, 9]. This strategy leads to an energy-hole problem,
where the nodes near the sink will have a greater traffic load
and deplete energy prematurely. To alleviate the unbalanced
energy consumption, some data collection algorithms [10]
have employed the mobile sink (MS) to collect data, where
the MS starts from the base station (BS), visits sensor nodes,
aggregates data, and returns to BS. Since sensor nodes trans-
mit data directly to the MS, the energy can be saved to the
maximum. However, when the scale of WSN becomes
larger, the traveling path will become longer and the delay
of data collection will also be higher which is unacceptable.
An intuitive solution is introducing multiple mobile sinks
and each responsible for a different area [11–13]. However,
the MS is usually expensive, and a high delay is inevitable
for the sensor node deployed in a large distance, which
makes the solution impractical. Another solution is to
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combine the MS with multihop route, where data collection
is hierarchical [14–16]. All sensor nodes are first clustered
into several groups, and a rendezvous point is selected in
each group, which buffers data sensed by the sensor nodes
in the same group. The MS is then used to visit the rendez-
vous points and aggregate data. The touring length of MS is
usually limited by a delay constraint. Most existing methods
select the candidate rendezvous based on some greedy rule
or in heuristic manner, and the selection procedure is termi-
nated when the touring path is longer than the maximum
length Lmax. The touring length constraint is not well com-
bined into the procedure of rendezvous selection, which sig-
nificantly limits the upper bound of performance.

In this paper, we investigate whether we can combine
the delay constraint into the rendezvous selection proce-
dure instead of treating the constraint simply as a termi-
nation condition. A feasible solution can be viewed as a
subset of sensor nodes. Given a specific configuration of
WSN, we notice that the optimal solution is unknown
but deterministic. Based on this fact, the problem of data
collection can be turned into electing directly an optimal
subset of sensor nodes (i.e., the optimal set of rendezvous
points) as the solution, and thus, the delay constraint will
be implicitly considered. To this end, we proposed a
multiwinner voting- (MV-) [17, 18] based algorithm for
energy-efficient rendezvous selection. The multiwinner
voting is aimed at electing multiple satisfying winners
(i.e., optimal rendezvous points) from given candidates
(i.e., all sensor nodes). We treat feasible solution as the
“voter,” and the “voter” with better performance would
have higher weight for selecting winners. Each “voter”
would favor the candidate sensors in the corresponding
solution, and the candidates with the highest score would
be chosen as the winners. We first generate several repre-
sentative “voters” and then assign a score for each sensor
node with the “voters.” Furthermore, the scores are
updated to refine the final solution in an iterative strategy.
The following summarizes our main contributions:

(i) We formulated the data collection problem as the
selection of optimal rendezvous points and pro-
posed an MV-based algorithm to directly elect the
set of rendezvous points, which alleviates the subop-
timality caused by without considering delay con-
straint during rendezvous selection

(ii) We proposed a simple but efficient weighted heuris-
tic method for “voter” generation and a practicable
scoring rule for getting a satisfying solution

(iii) We employed an iterative schema for the update of
voting scores, and the voting result will coverage to
the optimal solution with maximum network
lifetime

The rest of this paper is organized as follows: we review
the related works in Section 2, formulate the problem in
Section 3, detail the proposed MV-based rendezvous selec-
tion algorithm in Section 4, analyse the experimental results
in Section 5, and conclude this paper in Section 6.

2. Related Works

The issue of rendezvous selection has been widely studied in
recent literature. As shown in Table 1, the proposed
methods can be mainly classified into three categories: clus-
ter-based, tree-based, and grid-based. We briefly review
those approaches in the following.

2.1. Cluster-Based. In the cluster-based methods, several
cluster heads are first selected as the rendezvous points,
and each sensor node transmits data to the closest rendez-
vous points. The authors in [19] proposed a dynamic clus-
tering approach, where the cluster heads are first selected
based on the threshold value computed by three different
parameters and the ant colony optimization (ACO) algo-
rithm is then employed to find the shortest path to visit all
cluster heads. The procedure is repeated in each round,
and the cluster heads will be reselected to alleviate premature
death. In [20], the hierarchical agglomerative clustering
(HAC) is used to perform clustering, where each node is
treated as a cluster and merged successively based on single
linkage which considers the smallest distance between any
two sensor nodes from different clusters. The number of
clusters is determined based on the average compact-
separate proportion, and the centroid of each cluster is
selected as the rendezvous points.

2.1.1. Tree-Based. In the tree-based methods, the WSN is
organized as several trees, where the root nodes of trees are
denoted as the rendezvous points and responsible for buffer-
ing data from the nodes in the same tree. [21] introduced a
weight-based tree construction first to construct a tree, in
which it considers the residual energy, local node density,
and the distance to the base station. Then, a tree decompo-
sition algorithm is performed to select suitable nodes as
subrendezvous points, which takes the number of hop to
the root and the number of child nodes into account. The
methods in [23, 24] first construct a routing tree using the
Prim algorithm to minimize the overall distance of route
and then assign a weight to each node with considering the
possible energy saving. In each iteration, the node with high-
est weight will be selected as the rendezvous point, and
weights of nodes should be updated. The authors in [22]
designed multilevel routing framework with dynamic
spanning tree to balance the network load and prolong the
network lifetime, where some nodes are selected as the ren-
dezvous points based on the motion of mobile sink.

2.1.2. Grid-Based. In the grid-based methods, the monitor-
ing field is first partitioned into several grids and the cluster
heads are elected in each grids. In [25], the entire network
area is first divided into two-dimensional logical grids with
fixed cell length, and then, the node closest to the center of
each grid is selected as the rendezvous. In [26], the residual
energy of nodes is also considered when selecting the cluster
head in each grid and the rendezvous point is reselected
when the node’s energy is less than the threshold value.
Unlike other grid-based methods where the mobile sink
has to visit each grid, the authors in [27] devised a novel
virtual grid-based method where only one-ninth of grids
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should be visited. After dividing the monitoring area into
small grids, several grid cells are selected as the visiting
points. The mobile sink will receive data from adjacent grid
heads through single hop when it locates in a visiting point.

3. Problem Formulation

In this paper, we consider a wireless sensor network (WSN)
with one mobile sink (MS). Several sensor nodes (SNs) are
randomly distributed in a surveillance area and sense the cir-
cumstance. Some of them are selected as the rendezvous
points and responsible for collecting data generated by par-
tial SNs. A mobile sink is employed to periodically visit
RPs and aggregates data sensed by all SNs. Each SN receives,
transmits, and processes data packet with energy consum-
ing. A WSN’s lifetime is dependent on the SN, which uses
up energy first.

3.1. Assumptions. Before formulating the problem, we make
several assumptions in this paper:

(i) All SNs are homogeneous, stationary, and battery-
powered with limited energy

(ii) SNs have a fixed communication range. Each SN
can communicate (i.e., transmit and receive data)
obstruction-free with other SNs located in its com-
munication range

(iii) The energy consumption is mainly caused by trans-
mitting and receiving data packets, while the partial
one for processing data is negligible

(iv) Each SN generates one data packet with b bits in a
round, where the term “round” denotes MS starts
from the BS, traverses all rendezvous points, col-
lects all data, and then returns to the BS

(v) All sensor nodes have enough capacity to buffer
data packets

(vi) The MS moves periodically around the monitoring
area with a fixed velocity and aggregates data from

Table 1: Overview of the rendezvous selection methods.

Categories Basic steps References

Cluster-based
(1) Perform clustering to generate several groups
(2) Select a cluster head as the rendezvous point in each group

[19, 20]

Tree-based
(1) Construct a routing tree
(2) Split it into several subtrees
(3) Treat the root of each subtree as the rendezvous points

[21–24]

Grid-based
(1) Split monitoring region into several grids
(2) Elect a rendezvous point in each grid

[25–27]

Start

Construct routing tree

Graph G <V, E>

End

Identify virtual rendezvous points

Plan touring path

Network Configuration

Update the best set of
rendezvous points

Update weights
W = W + S

Vote & Compute scores S

Generate voters

Initialize weight W

Max iter.?

MV-based Rendezvous Selection

Figure 1: The proposed multiwinner voting-based rendezvous selection algorithm, which contains four stages: routing tree construction,
rendezvous selection, traveling path planning, and virtual rendezvous point marking.
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rendezvous points. The data must be sent to the BS
at a desired time

(vii) The communication time between MS and rendez-
vous points can be ignored, as compared with the
touring time of MS

3.2. Energy-Efficient Rendezvous Selection. A WSN can be
modeled as a undirected graph G = hV , Ei, where V =

fv0, v1,⋯, vng and E are the set of SNs and the set of edges
between SNs in V , respectively. The v0 represents the base
station, vi, i = 1,⋯, n denotes sensor i, and n is the number
of SNs. ðvi, vjÞ ∈ E only if sensor i is located in the communi-
cation range of sensor j and vice versa. The initial energy of
each sensor node is E0, and the energy consumptions for
transmitting and receiving one data packet are Et and Er ,
respectively. In each round, sensor nodes transfer sensed data
to their closest rendezvous point through either single hop or

Input: routing tree T , the number of top voters Ntop:

Output: a set of trees Trps rooted by rendezvous points
1: initialize weights W;
2: Tbest ⟵ fg;
3: for epoch = 0⟶MAXIteration do
4: sample n′ voters from the MPD defined in W;
5: Tall ⟵ fg;
6: for all voters do
7: M ′ = fm1,m2,⋯,mp′g⟵ current voter;

8: T ′ ⟵ deep copy T ;
9: for m′ in M ′do
10: break the edge between node m′ and its parent in T ′;
11: end for
12: Tall ⟵ Tall ∪ T ′;
13: end for
14: sort T ′ ∈ Tall based on the max

i∈T′
NDðiÞ in descending order;

15: Ttop ⟵ the first Ntop-th T ′ in the ordered Tall ;

16: for T ′ in Ttop do
17: evaluate score S = fs0, s1,⋯, sng according to Equation (8);
18: W =W + S;
19: end for
20: Tbest ⟵ Tbest ∪ Ttop;
21: end for
22: Trps ⟵ arg min

T′∈Tbest
maxndðT ′Þ;

23: return Trps;

Algorithm 1: MV-based rendezvous selection algorithm.

Input: a set of rendezvous points M = fm0,m1,m2,⋯,mpg
Output:Tour = hm0′ = v0,m1′ ,m2′ ,⋯,mp′ ,mp+1′ = v0i the visiting path

1: construct a minimum polygon Tour = hv0′, v1′,⋯, vm′i bounding all rendezvous points;
2: P⟵ fv′jv′ ∈ Tourg;
3: S⟵M − P;
4: for v in S do
5: /∗dð·, · Þ denotes the Euclidean distance. ∗/
6: i⟵ arg min

0≤i≤jPj
dðv, vi′Þ + dðv, vi+1′ Þ − dðvi′, vi+1′ Þ;

7: insert node v into the position between hvi′, vi+1′ i;
8: P⟵ P ∪ fvg;
9: S⟵ S − fvg;
10: end for
11: move base station v0 to the first position in Tour by circle shifting;
12: return Tour;

Algorithm 2: Touring path planning.
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multihop. To this end, several nodes take the role of relay
nodes, and the sensor i will receive NDðiÞ data packets and
transmit ðNDðiÞ + 1Þ data packets, whereNDðiÞ corresponds
to the number of child nodes of sensor i in the routing tree.
Therefore, the energy consumption of sensor i can be formu-
lated as

E ið Þ = ND ið Þ × Er + ND ið Þ + 1ð Þ × Et: ð1Þ

Then, the lifetime of sensor i is

LT ið Þ = E0
E ið Þ : ð2Þ

Since the network lifetime depends on the sensor depletes
energy first, the network lifetime can be calculated as

LT =max
j∈V

LT jð Þ: ð3Þ

Furthermore, the rendezvous points should buffer all
data sensed by the whole WSN and thus consume more
energy than other sensors. It means that the network lifetime
LT is mainly affected by the rendezvous points, which can be
reformulated as

LT =max
j∈M

LT jð Þ, ð4Þ

where M denotes the set of rendezvous points.
The main goal of devising a WSN is to maximize its net-

work lifetime under the delay constraint:

L
v
≤ tmax, ð5Þ

Input: the visiting path Tour , all sensor nodes V , the communication range r
Output: a set of virtual rendezvous points VRPs
1:VRPs⟵ fg
2: for v in V do
3: if v is rendezvous points then
4: continue;
5: end if
6: for i = 1 to jTourj do
7: vj, vk ⟵ Touri−1, Touri;
8: evaluate the distance d between node v and edge hvj, vki;
9: if d ≤ r then
10: VRPs⟵VRPs ∪ fvg;
11: break;
12: end if
13: end for
14: end for
15: return VRPs;

Algorithm 3: Virtual rendezvous point recognition.

300
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0
0 50 100 150 200 250 300

Figure 2: An example of virtual rendezvous point recognition. The
red points and lines denote the rendezvous points and touring
paths, respectively. The virtual rendezvous points (in green color)
are determined based on the distance between the nodes and the
touring paths.

Table 2: The configuration of network.

Description Value

Simulator Python

Node deployment Random

Network area 300m × 300m
# of sensor nodes 100-300

Communication range 30m

Et 0.021 J

Er 0.015 J

E0 100 J

Velocity of mobile sink 1m/s
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where tmax is the maximum acceptable delay of network and
L and v are the touring length and touring velocity of MS,
respectively. As the values of v and tmax are fixed, Equation
(5) can be reformulated as

L ≤ Lmax, ð6Þ

where Lmax denotes the maximum allowed touring length
for MS.

To this end, a set of rendezvous points M = fm0,m1,⋯,
mpg should be carefully selected. After the set of rendezvous
points has been selected, an optimal touring path is also
implicitly determined. Let Tour = hm0′ =m0,m1′ ,m2′ ,⋯,
mp+1′ =m0i be the optimal touring path. Then, the objective
of well-designed WSN can be formulated as an optimal
problem

Maximize max
j∈M

LT jð Þ,

s:t:〠
p

i=0
dist mi′ ,mi+1′

� �
≤ Lmax,

ð7Þ

where distðmi′,mi+1 ′Þ is the Euclidean distance.

4. The Proposed MV Algorithm

4.1. Overview. In this paper, we propose to model the ren-
dezvous selection problem in terms of multiwinner voting
(MV), where the rendezvous points are elected by the poll
of some representative voters. The motivation is based on
the truth that the optimal set of rendezvous is unknown
but certain. Selecting the optimal rendezvous can be viewed
as electing several suitable sensors (or called “multiwinner”)
from all SNs. As shown in Figure 1, the proposed MV-based

rendezvous selection algorithm contains four stages: routing
tree construction, rendezvous selection, traveling path plan-
ning, and virtual rendezvous point marking. We detail each
stage in the following sections and then give the complexity
analysis of the proposed algorithm.

4.2. Routing Tree Construction. To minimize the overall
communication cost between sensors, a minimum spanning
tree- (MST-) based routing tree (also known as “data for-
warding tree”) is first constructed using the Prim algorithm.
The routing tree is employed to forward data, which is
rooted by the base station and contains all SNs. When the
sensor i is chosen as the rendezvous, the edge between
sensor i and its parent node would be broken. Each sensor
receives data from its child nodes and transmits data to its par-
ent. Specially, the rendezvous points transmit data directly to
MS when MS reaches the position rendezvous located.

4.3. MV-Based Rendezvous Selection. Based on the con-
structed routing tree, a multiwinner voting- (MV-) based
algorithm is introduced for rendezvous selection. An MV
generally consists of three main components: candidate,
voter, and scoring rule. The candidates are undoubtedly all
SNs in the rendezvous selection problem. To reach a
satisfying result, the key is how to devise the voter and
scoring rule. In this paper, we consider the “voter” as a fea-
sible solution, which contains a set of SNs. Given a “voter”
M = fm1,m2,⋯,mpg, the scoring rule is defined as follows:

f v,Mð Þ =
1

1 + max
mi∈M

ND mið Þ , v ∈M,

0, otherwise,

8><
>: ð8Þ

where v denotes a candidate and the NDðmiÞ is the number
of child nodes of sensor node mi in the routing tree, which is

Table 3: Comparison with other methods based on step-by-step rendezvous point selection in terms of network lifetime (round).

# of sensor 100 200 300 400 500 600 Avg

BD (Lmax = 600)
WRP 299.62 57.01 27.65 17.71 17.90 11.73 71.94

EAPC 410.58 89.34 48.27 24.50 24.34 14.90 101.99

Ours 481.14 107.85 64.11 34.22 31.97 19.99 123.21

BD (Lmax = 800)
WRP 536.69 107.97 42.24 35.17 27.19 20.71 128.33

EAPC 591.79 139.05 71.70 54.91 39.82 29.27 154.42

Ours 718.82 195.70 84.97 69.10 50.17 37.86 192.77

UD (Lmax = 600)
WRP 184.41 36.93 17.59 10.22 8.00 6.04 43.87

EAPC 291.29 85.58 39.86 25.72 20.55 13.91 79.48

Ours 325.11 89.63 45.17 29.63 24.06 16.58 88.36

UD (Lmax = 800)
WRP 477.82 81.23 31.45 18.13 12.57 8.99 105.03

EAPC 585.47 114.23 50.64 32.92 25.66 21.10 138.34

Ours 616.16 145.56 60.44 38.62 28.99 24.87 152.44
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at least 0. Intuitively, a candidate will get a higher score if it
is in a solution M which has a smaller value of max

mi∈M
NDðmiÞ.

In addition, from Equations (1), (2), and (4), one can find
that the network lifetime LT is inversely proportional to
the term max

mi∈M
NDðmiÞ. That is, a candidate will score high

if it is in the solution with longer network lifetime. Further-
more, a candidate will also win a high mark if most “voters”
vote for it. Having the support of majority of “voters” means
the candidate is critical to constructing a feasible solution. In
summary, based on the above design, a candidate rendezvous
will have a higher score if it is in a better solution after voting.

To this end, the question is how to generate the “voter.”
Motivated by most heuristic algorithms, we proposed a
weight-based selection method for voter generation. Initially,

all the SNs (or called “candidates”) are weighted with
W = fw0,w1,⋯,wng. We sample n′ candidates orderly from
the multinomial probability distribution (MPD) defined in the
weightW. It is worth noting that the sum of the weights does
not need to be one, and the higher weight denotes a higher
probability. Then, we chose the first p candidates as a “voter,”
where p is the maximum number meeting the touring length
constraint. Several “voters” can be generated by repeating
above steps.

However, there was a conflict between the weightW and
multiwinner voting. The W is a component in the MV and
defines the probability of being rendezvous of SNs, while
the MV is employed to generate the probability for each
SN. To alleviate the “deadlock,” we proposed an iterative
MV-based algorithm for rendezvous selection. We treat the
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Figure 3: Network lifetime. The proposed method outperforms other methods based on the strategy of step-by-step rendezvous selection
and achieves the competitive performance with the ACO-based end-to-end method.
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weight W as the voting result and perform voting and
update iteratively. The voting step generates several “voter”
based on the weight W and scores each candidate using
the scoring rule defined in Equation (8), and the update step
updates the weight W using the result of voting. The
proposed rendezvous selection method is detailed in Algo-
rithm 1. To accelerate convergence, we initialize the weight
W based on the result of a greedy algorithm, where a candi-
date will get higher weight if it is in the result. In addition,
we also consider filtering the “voters,” in which only the k
-th best “voters” are used.

4.4. Touring Path Planning. After the sets of rendezvous
points are selected, the touring path should be planned for
MS to visit all rendezvous points. However, the path plan-
ning problems have been proven to be an NP-hard problem,
which can be formulated as the traveling salesman problem
(TSP). In this paper, we employ a geometric path construc-

tion algorithm (GPCA) [23, 28] to solve the path planning.
Given a set of rendezvous points, the GPCA first constructs
a polygon with minimum perimeter to surround all rendez-
vous points, where the polygon’s vertices are the subset of
rendezvous points. Then, the points inside the polygon join
the polygon orderly in a greedy manner. The detail of the
touring path planning is described in the Algorithm 2.

4.5. Virtual Rendezvous Points. To further prolong the
network lifetime, the virtual rendezvous points (VRPs) are
introduced. The VRP is the nonrendezvous sensor and can
directly send data to MS when the MS is located in its com-
munication range. Algorithm 3 details the recognition of
VRPs. When a sensor is marked as a VRP, the edge between
the sensor and its parent is broken in the routing tree.
Figure 2 illustrates an example of the recognition of VRPs,
where the red lines denote the touring path and the nodes
in green color are marked as the VRPs.
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Figure 4: Total energy consumption. The proposed method provides a strategy that consumes less energy per round than other methods
using the mobile sink.

8 Wireless Communications and Mobile Computing



4.6. Complexity Analysis. In routing tree construction phase,
the time complexity is Oðn2Þ with Prim algorithm, where n
is the number of sensor nodes. In rendezvous selection phase
described in Algorithm 1, the complexity of step 1 with a
greedy algorithm is Oðn2Þ, the complexity of steps 7-12 is
Oðm3Þ, where m denotes the number of rendezvous points,
and the complexity of steps 14-20 is Oðm2Þ. In this case,
given t iterations and k voters, the complexity of Algorithm 1
is Oðn2 + t × ðk ×m3 +m2ÞÞ =Oðn2 + tkm3Þ. The complexi-
ties of Algorithm 2 and Algorithm 3 are Oðm2Þ and OðmnÞ,
respectively. Since the number of rendezvous points m is less
than the number of sensor nodes n, the overall time complexity
is Oðn2Þ +Oðn2 + tkm3Þ +Oðm2Þ +OðmnÞ =Oðn2 + tkm3Þ.

5. Performance Evaluation

5.1. Experimental Setup. To benchmark our proposed algo-
rithm, we have conducted extensive experiments using

simulator written in Python. We consider a WSN with the
monitoring field of size 300 × 300m2, where the sensor
nodes are distributed randomly in the field and the number
of sensors varies from 100 to 600. Two types of distribution
are implemented:

(i) Balanced distribution (BD): all the sensors are uni-
formly distributed in the monitoring filed

(ii) Unbalanced distribution (UD): the monitoring field
is divided into 3 × 3 squares, where each squares is
100 × 100m2 in size. Five squares are chosen to
deploy sensors randomly, where the squares do not
share the edge with each other

In addition, the communication range of sensors is set to
30m, and the moving velocity of the mobile sink is 1m/s.
Each sensor can communicate with other sensors and MS,
which are located in the communication range, through
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Figure 5: FI. The proposed method obtains a better balance of energy consumption between sensor nodes than other methods with step-by-
step rendezvous selection.
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one hop. The initial energy of each sensor is Ei = 100 J, and
the energy consumption for transmitting and receiving one
data packet is Et = 0:021 J and Er = 0:015 J, respectively.
The configuration of network is detailed in Table 2.

To validate the effectiveness of the proposed method, we
compare it with other SOTA methods: dynamic directional
routing (DDR) [29], weighted rendezvous planning (WRP)
[24], energy-aware path construction (EAPC) [23], and
end-to-end ant colony optimal- (ACO-) based rendezvous
selection [30].

(i) DDR is a novel routing protocol, which considers the
mobility of sensor nodes. It is aimed at controlling the
dataflow in the network to optimize the routes toward
the sink. The DDR can effectively improve the net-
work time and has the state-of-the-art performance
under the scenario using static sink

(ii) WRP is an iterative greedy algorithm. At each itera-
tion, each sensor is first weighted based on its hop
distance to the closest rendezvous point and the

number of nodes in the subtree rooted by the
sensor. A sensor with maximum value of weight is
selected as the rendezvous point. The iteration is
terminated if the touring length exceeds the prede-
fined maximum length

(iii) EAPC is similar to the WRP, which is a heuristic
algorithm. It takes the Euclidean distance between
sensor and its closest rendezvous point into consid-
eration in addition. The EAPC algorithm reached
an impressive performance with mobile sink

(iv) ACO is an end-to-end data collection strategy. It
performs the rendezvous selection and touring
planning simultaneously. The ACO algorithm pro-
vides a SOTA performance with a high computa-
tional complexity

We compare them without considering virtual rendez-
vous points for fairness. Several performance metrics,
including network lifetime, total energy consumption, fair-
ness index, efficient index, and running time, are used to
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Figure 6: EI. The proposed method fully utilizes the available touring length, which helps to save the total energy consumption.
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comprehensively benchmark the proposed algorithm. To
alleviate the effect of occasional factors, we repeat the exper-
iment six times and average the results of them. We show
the details in the following.

5.2. Network Lifetime. Network lifetime is the most impor-
tant evaluating indicator of the design of WSN, which is
the higher the better. The network lifetime is depended on
the node consuming the most energy, which is defined in
Equation (4). As shown in Table 3, we first compare the pro-
posed method with WRP and EAPC which are based on the
strategy of step-by-step rendezvous selection. One can find
that the proposed strategy of electing the set of rendezvous
points directly outperforms the step-by-step schema. The
average improvements of network lifetime are 29.785 (about

23.2%) and 11.49 (about 10.5%) rounds under the BD and
UD scenarios, respectively. We also compare the proposed
method with DDR, WRP, EAPC, and ACO in the figure,
and the results are illustrated in Figure 3. The results show
that our proposed method helps to prolong the network
lifetime and provides competitive performance with the ant
colony optimal-based method. From the results, one can also
see that the network gets saturated when the number of
nodes exceeds 500. Actually, the capacity of network is
depended on the configuration of the battery energy of each
node and the energy consumption model.

5.3. Total Energy Consumption. We also compare our pro-
posed method with other methods in terms of total energy
consumption, which is defined as the sum of energy
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Figure 7: Running time. Since the proposed method is an iterative approach, it is more time consuming and is only suitable for the offline
situations. However, when the number of nodes increases, the running time of the proposed method is less than the ACO-based end-to-end
method which is also an iterative method.

11Wireless Communications and Mobile Computing



250

200

150

100

50

0
0 50 100 150 200 250

(a) EAPC (68.44 rounds)

250

200

150

100

50

0
0 50 100 150 200 250

(b) MV: iter. 1 (70.17 rounds)

250

200

150

100

50

0
0 50 100 150 200 250

(c) MV: iter. 8 (73.90 rounds)

Figure 8: Continued.
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consumption of all nodes. For simplicity, we assume that the
energy consumption occurs only when sensor nodes trans-
mit and receive data. Figure 4 shows the comparison
between the proposed method and other approaches. From
the figure, one can find that the proposed method reaches
a comparable performance in terms of total energy con-
sumption. The proposed method has less energy consump-
tion than the ACO. When the scale of WSN is large, the
proposed method seems to consume more energy than
DDR, which collects data with static sink. The reason is that
there is additional energy consumption when transmitting
data from node located in base station to the mobile sink.
However, it can be negligible as compared to the energy con-
sumption occurred in energy-hole problem.

5.4. Fairness Index. The balance of energy consumption
between sensor nodes also impacts the network lifetime sig-
nificantly, where more balanced energy consumption results

in longer network lifetime. The fairness index describes the
degree of balance, which is defined as

FI =
∑n

i=0 ndi + 1ð Þð Þ2
n + 1ð Þ ×∑n

i=0 ndi + 1ð Þ2
, ð9Þ

where n and ndi denote the number of sensor nodes and the
number of child nodes of node i, respectively. We compare
the proposed method with WRP, EAPC, and ACO which
are mobile sink-based algorithm in terms of FI, and the
result is shown in Figure 5. From the figure, one can find
that our proposed method reaches a higher fairness index
than WRP and EAPC.

5.5. Efficient Index. The design of WSN with mobile sink is
mostly constrained by the time-delay, which can reformulate
the touring length constraint for mobile sink. Taking full use
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Figure 8: Visualization of results: UD (Lmax = 600). With the number of iterations increasing, a better result with longer network lifetime
can be obtained.

13Wireless Communications and Mobile Computing



of the length constraint can help to prolong the network life-
time. The efficient index defines the degree of full use of
maximum allowed length, which is also the higher the better
and formulated as

EI = 1:0 − 1:0 −
L

Lmax

� �
×

L
Nrp

, ð10Þ

where L, Lmax, and Nrp are the actual touring length, maxi-
mum allowed length, and the number of rendezvous points,
respectively. Figure 6 compares the EI between three
methods, and the result shows that the proposed method
has a better efficient index than other methods.

5.6. Running Time. As for complexity, we compare the run-
ning time of four methods in Figure 7. Since the proposed
method has to update the voting score iteratively to converge
to a better solution, it is more time consuming, which is suit-
able in offline situation instead of the real time. However,
when the number of nodes increases, the time overhead is
smaller than the ant colony optimal-based method which
is also an iterative algorithm.

5.7. Visualization of Score Update. To further illustrate the
difference between the proposed method and other method,
we visualize the results of EAPC and the MV-based method
with different times of score update. The results are depicted
in Figure 8, where the base station is drawn in blue point, the
touring path of mobile sink is drawn in red line, and nodes
in the same tree are drawn in the same color. From the
figure, one can see that the scale of trees is more balanced
in the MV-based method, and the procedure of score update
tends to choose the tree with more nodes and break it into
several trees with smaller scale.

6. Conclusion and Future Work

In this paper, we proposed the MV-based rendezvous point
selection approaches, which considers implicitly the touring
length constraint during rendezvous point selection and
“votes” the solution (a set of rendezvous points) directly.
Extensive experiments demonstrate that the proposed
method helps to balance the energy consumption among
nodes and further prolong the network lifetime.

As a future work, we plan to extend the proposed
method to a more general model with deep reinforcement
learning, which have been widely applied in many fields
but less explored in rendezvous point selection of WSN.
The further performance improvement and the generaliza-
tion capability could be expected due to the powerful model-
ing capacity of neural network.
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